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ABSTRACT

Presented in this paper is a new study of the damaging effect of the tank loads on flexible
pavements. The equivalent load was developed on the basis of mechanistic - empirical approach. It
was found that the damaging effect of the studied tank loads is 0.898 to 2.356 times the damaging
effect of the standard 18 kips (80 kN) axle load. It was found that the damaging effect of tank
braking forces is 2.375 times the damaging effect of tank weight only in terms of tensile stain
(fatigue cracking). It was found that the damaging effect of tank turning maneuver is 1.216 times
the damaging effect of tank weight only in terms of tensile stain (fatigue cracking). These loads
have also severe damaging effects on the functional serviceability of the surface of asphalt layer.

KEY WORDS: Tanks, AASHTO, Equivalency Factors, Braking Forces, Turning Maneuver,
Flexible Pavement, and Damaging Effect.
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- Static Analysis

Road projects are considered the most important and expensive part of the civil infrastructure and
the progress backbone of any nation's economy all over the world. The planning, design,
construction, and maintenance of roads attracted and attracting more importance. The effect of the
traffic using these roads should be focused upon carefully from the standpoint of pavement
structural design. Yoder and Witczak (1975) reported that this effect includes among other
considerations, the expected vehicle type and the corresponding number of repetitions of each type
during the design life of the pavement. The effect of various types of vehicles (and axles
distribution) on the structural design of road pavement is considered by means of the approach of
axle load equivalency factor. In this approach, a standard axle load is usually used as a reference
and the damaging effect of all other axle loads (corresponding to various types of axles) is
expressed in terms of number of repetitions of the standard axle.

The AASHTO standard axle is the 18 kips (80 kN) single axle with dual tires on each side ©. Thus,
the AASHTO equivalency factor defines the number of repetitions of the 18 kips (80 kN) standard
axle load which causes the same damage on pavement as caused by one pass of the axle in question
moving on the same pavement under the same conditions.

The AASHTO equivalency factor depends on the axle type (single, tandem, or triple), axle load
magnitude, structural number (SN), and the terminal level of serviceability (pt). The effect of
structural number (SN) and the terminal level of serviceability (pt) are rather small; however, the
effect of axle type and load magnitude is pronounced (Razouki and Hussain, 1985).

There are types of vehicle loads that not included in the AASHTO road test such as the heavy
military tanks that move on paved roads occasionally during peace times and frequently during war
times. The effect of these tank loads on flexible pavements is not known, and not mentioned in
the literature up to the capacity of the author's knowledge. Therefore, this research was carried
out to find the equivalency factors based on AASHTO method and the damaging effect of T family
of military tanks. There are two main approaches used by researchers to determine the equivalency
factors, the experimental and the mechanistic (theoretical) approach. A combination of two
approaches was also used by Wang and Anderson (1979). In the mechanistic approach, some
researchers adopted the fatigue concept analysis for determining the destructive effect (Havens,
1979), while others adopted the equivalent single wheel load procedure for such purposes
(Kamaludeen, 1987). The mechanistic empirical approach is used in this research depending on
fatigue concept.

Following Yoder and Witczak (1975), the equivalent wheel load factor defines the damage per pass
caused to a specific pavement by the vehicle in question relative to the damage per pass of an
arbitrarily selected standard vehicle moving on the same pavement system:

d Nis
EWLF =Fj=(—)=( ) (1)
ds Ny

where, EWLF = F; = equivalent wheel load factor, d; = (1/ Ng), ds = (1/ Nss), d; & ds = damage per
pass for the jth vehicle and the standard vehicle respectively, and Nfj & N¢ = number of repetitions
to failure for the jth vehicle and the standard vehicle respectively.
AASHTO (1986) design method recommended the use of 18 kips (80 kN) standard axle with dual
tires on each side, thus, the AASHTO equivalency factor Fj becomes:
dj ng
Fij=(—)=( ) )
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ds Ny

where, N1g & Ny = number of repetitions to failure for the 18 kips standard single axle and the jth
axle respectively.

Following Yoder and Witczak (1975) fatigue results of asphalt concrete have shown that the
number of repetitions to failure can be related to the tensile strain in the form of:

1

Nf = kq( )C (3)

€q

where, £ = the maximum principal tensile strain, k and c represent regression constants, and the
subscript q is the test or pavement temperature (modulus).
Using this equation, the F; in equation (2) above for any vehicle can be expressed by:

&j
Fj=(—) (4)
&s
Yoder and Witczak (1975) reported that both laboratory tests and field studies have indicated that
the constant ¢ ranges between 3 and 6 with common values of 4 to 5.

Van Til et. al. (1972) and AASHTO (1986) recommended two fatigue criteria for the determination
of AASHTO equivalency factors namely, the tensile strain at the bottom fiber of asphalt concrete
and the vertical strain on sub-grade surface. AASHTO (1986) reported a summary of calculations
for tensile strain at the bottom fiber of asphalt concrete (as fatigue criterion) due to the application
of 18 kips standard axle load on flexible pavement structures similar to that of original AASHTO
road test pavements. Also, AASHTO (1986) reported a summary of calculations for vertical
compressive strain on sub-grade surface (as rutting criterion) due to the application of 18 kips
standard axle load on flexible pavement structures similar to that of original AASHTO road test
pavements. The AASHTO (1986) calculated strains are function of the structural number (SN), the
dynamic modulus of asphalt concrete, the resilient modulus of the base materials, the resilient
modulus of roadbed soil, and the thickness of pavement layers. These reported AASHTO (1986)
strains which represent (&) in equation (4) above in addition to Van Til et. al. (1972) & Huang
(1993) reported experimental values for the constant c in equation (4) above for different pavement
structures. Huang (1993) reported that in fatigue analysis, the horizontal minor principal strain is
used instead of the overall minor principal strain. This strain is called minor because tensile strain is
considered negative. Horizontal principal tensile strain is used because it is the strain that causes the
crack to initiate at the bottom of asphalt layer. The horizontal principal tensile strain is determined
from:

gy
g —— - (—P + (W) (5)

where, g = the horizontal principal tensile strain at the bottom of asphalt layer, &4 = the strain in the
x direction, g, = the strain in the y direction, yx, = the shear strain on the plane x in the y direction.

Therefore, (&) of equation (5) represents (g;) of equation (4) and will be used in fatigue analysis in
this research. These two criteria were used in this research to determine the AASHTO equivalency
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factors of T family of military tanks. The tensile strains at the bottom fiber of asphalt concrete and
vertical compressive strains on sub-grade surface of similar pavement structures to that of
AASHTO road test as reported by AASHTO (1986) were calculated under T-72 military tank in
this research. Also, a comparison was made between different calculated three-direction strains
under T-72 military tank at the surface of flexible pavement and that of AASHTO 18 kips standard
axle to study the damaging effect of these tanks on the functional features of the asphalt layer.
KENLAYER computer program (DOS version by Huang, 1993) was used to calculate the required
strains and stresses in this research at 400 points each time in three dimensions at different locations
within AASHTO reported pavement structures under T-72 military tank.

- Dynamic Analysis

Moving Load and Braking Forces

AASHTO (1986) equivalency factors are determined based on static vehicle loads. Huang (1993)
found in his simplified closed form solution of moving loads on flexible pavement that the effect of
moving load on flexible pavement is less than the effect of static load because the maximum value
of the moving load is equal to the value of static load at a certain point of time (haversine
function).Therefore, the maximum damaging effect of moving load on flexible pavement is less
than the damaging effect of the same load in static condition. Garber and Hoel (2002) reported that
the maximum braking force (F) of a vehicle moving on a level road is equal to the maximum
frictional force, which equals to the product of the weight of the vehicle (W) times the coefficient of
friction (f):

F=Wxf (6)

where, F = maximum braking force, W= weight of vehicle, and f = coefficient of friction. They
reported that AASHTO represents the friction coefficient as (a/g), where a = vehicle deceleration
and g = acceleration of gravity 9.81 m/sec? (32.2 ft/sec?) to ensure that the pavement will have and
maintain the coefficient of friction (f).

F =W x (a/g) )

They reported that AASHTO recommended that a comfortable deceleration rate of 3.41 m/sec?
(11.2 ft/sec?) should be used. Also, they reported that many studies have shown that when most
drivers need to stop in an emergency the deceleration rate is greater than 4.51 m/sec? (14.8 ft/sec?).
Substituting the value of deceleration rate of 3.41 m/sec? (11.2 ft/sec?) in equation (7) gives a value
of 0.348W for the allowed braking force (F) by AASHTO. In the same way, a maximum value of
braking force can be found to be 0.46W for an emergency stop.

Therefore, the maximum damaging effect of a moving vehicle trying to stop equals to the damaging
effect of its static vertical weight plus an additional value of a static horizontal force of 0.496W at a
certain point of time during braking process. These braking forces are tangential stresses in addition
to the normal weight of the tank. Poulos and Davis (1974) reported closed form solution for
uniform horizontal stresses applied on a circular area placed on two layers pavement structure. This
closed form solution will be used in this study to evaluate the damaging effect of tank braking
forces on the asphalt pavement in terms of AASHTO equivalency factors as mentioned in section 1
above. For the purpose of the analysis of braking force the modulus of the sub-grade layer will be
chosen to be similar to the modulus of the base layer in order to use the two layer pavement
structure as mentioned in section 1 above.

The damaging effect of braking force on the flexible pavement structure is not mentioned in
the literature up to the capacity of the authors knowledge, therefore the damaging effect of
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braking force will be studied to determine the value of this damage in comparison with the damage
caused by weight only.

Turning Maneuver of a Tank

It was noticed that when a tank or any tracked vehicle tries to carry out a turning maneuver
tangential stresses are applied to the surface of asphalt pavement. These stresses are generated by
the relative movement of one side of the track while the other is not in movement (locked). These
stresses are tangential stresses in addition to the normal weight of the tank. These stresses can be
simulated by two opposite directions.

Poulos and Davis (1974) presented closed form solution for uniform horizontal stresses applied on a
circular area placed on two layers pavement structure. This closed form solution will be used in this
study to evaluate the damaging effect of tank turning maneuver on the asphalt pavement as
mentioned in section 1 above. For the purpose of the analysis of turning movement the modulus of
the sub-grade layer will be chosen to be similar to the modulus of the base layer in order to use the
two layer pavement structure as mentioned in section 1 above. The damaging effect of the tank
turning movement on the flexible pavement structure is not mentioned in the literature up to
the capacity of the authors, therefore the damaging effect of turning movement forces will be
studied to determine the value of this damage in comparison with the damage caused by tank weight
only.

- CHARACTERISTICS OF T FAMILY OF MILITARY TANKS

The characteristics of T family of military tanks which required in this research are their three
dimensions (height, length, and width) in addition to weight. The width and length of the tank track
in contact with the surface of flexible pavement are required, also. These features were obtained
from the brochure of the manufacturing company (Uralvagonzavod, 2009) and the website (Fas,
2009). The width and the length of the track in contact with the surface of asphalt pavement were
measured from the available tank markings on the surface of asphalt concrete pavements at different
locations. Figure (1) and Figure (2) were prepared to show the obtained characteristics of T family
of military tanks. The combat weight of this tank of 41 tons was taken for the purpose of analysis as
the gross tank load (Fas, 2009).

Figure (1): T-72 military tank (Uralvagonzavod, 2009).
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Figure (2): Dimensions of T-72 military tank (Fas, 2009).
- ANALYSIS METHODOLOGY

The simulation of T-72 military tank loads
T-72 military tank was used to represent T family of military tanks (main combat tank (Fas, 2009))
that is widely used. The length of the track of the tank that in direct contact with the ground was
taken as 4.50 m as shown in Figure (2) above.

This length value was obtained from the brochure of the manufacturing company (Uralvagonzavod,
2009) and the website (Fas, 2009) in addition to that this width value was found to be almost equal
to that measured from markings left on the surface of asphalt layer at different locations. The value
for the width of the track of 0.55 m was taken in the analysis.

The simulation of tank loads in this analysis was taken as shown in Figure (3) which represents the
(0.55 m x 4.50 m) track on each side of the tank. This track area was simulated by 9 circular areas
on each side of the tank with a radius of (0.240 m) each to take the maximum contact width of the
track into consideration and to keep the same tank load without change.
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Figure (3): Simulation of the distribution of tank loads on the surface of flexible pavement for
analysis purposes.

AASHTO equivalency factors of T-72 military tank loads

Three-layer pavement structure was taken as mentioned in the introduction above to simulate
AASHTO original road test pavements as shown in Figure (4).
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Figure (4): The layout of the tank on the pavement for analysis purposes.
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Only one set of values for the modulus of asphalt layer (E;=1035.5 MPa), the base layer (E»-=103.5
MPa), and the sub-grade modulus (E3-51.7 MPa) was taken from the original AASHTO road test
because it is similar to the modulus values of local materials in practice (Kamaludeen, 1987).
AASHTO Poisson's ratio (n1) = 0.4 for asphalt layer, (n2) = 0.35 for base layer, and (u3) = 0.4 for
sub-grade layer were taken for the purpose of this analysis (Yoder and Witczak, 1975).

Figure (5), Figure (6), and Figure (7) were prepared to show the calculated tensile strains in the
direction of x, y, and r at the bottom fiber of asphalt concrete layer respectively under the T-72
military tank. These calculated strains were for the AASHTO pavement structure shown in Figure
(4) and for the simulation shown in Figure (3) above for the layout of T-72 tank loads. These strains
were obtained for 400 calculating points for each one of these Figures using KENLAYER computer
program (DOS version by Huang, 1993). Figure (8) was prepared to show the calculated vertical
compressive strains on the surface of sub-grade layer of AASHTO pavement structure shown in
Figure (4) under T-72 military tank. These strains were obtained for 400 calculating points using
KENLAYER computer program (DOS version by Huang, 1993). It was found that the calculated
vertical compressive strains on the surface of sub-grade layer under T-72 military tank are much
more conservative than calculated tensile strains in the direction of X, y, and r at the bottom fiber of
asphalt concrete layer in comparison with their similar type of strains reported by AASHTO (1986),
as shown in Figure (5) to Figure (8). Therefore, the rutting criterion governed and was used to
calculate the AASHTO equivalency factors of T-72 military tank.

Y
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Figure (5): Tensile strain in the x direction &) at the bottom fiber of asphalt layer (t;=7.6 cm
and t,=56.6 cm).
The maximum calculated vertical compressive strains on the surface of sub-grade layer under T-72
military tank for the AASHTO (1986) pavement structures are summarized in Table (1). The
AASHTO (1986) reported maximum vertical compressive strains on the surface of sub-grade layer
for the AASHTO pavement structures under the standard 18 kips (80 kN) are shown also in Table
(2). The values for the constant ¢ of equation (4) for each one of AASHTO (1986) pavement
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structures were obtained from Van Til et. al. (1972). The AASHTO equivalency factors of T-72
military tank were calculated using equation (4) are shown in Table (1).
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Figure (6): Tensile strain in the y direction &, at the bottom fiber of asphalt layer (t,=7.6 cm and
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Figure (7): Horizontal principal tensile strain at the bottom of asphalt layer & (t,;=7.6 cm and t,=56.6
cm).
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Figure (8): Vertical strain in the z direction (&, on the surface of sub-grade layer (t;=7.6 cm
and t,=56.6 cm).

Table (1): AASHTO equivalency factors of T-72 tank using rutting criterion and for tank load
simulation (Figure (3)).

Modulus Layer 1 =1035.5 MPa, p; = 0.40
Modulus Layer 2 =103.5 MPa, p, =0.35
Modulus Layer 3 = 51.7 MPa, p; = 0.40
Thickness | Thickness Source of Vertical Tank
Layer 1 Layer 2 Data strain SN| ¢ AASHTO
cm cm (€2 0N Equivalency

sub-grade Factor
7.62 56.64 AASHTOW | 0.0004330 | 4 | 3.54 0.898
7.62 56.64 Calculated” | 0.0004200 | 4 | 3.54 0.898
10.16 47.50 AASHTO® | 0.0005280 | 4 | 3.43 0.600
10.16 47.50 Calculated” | 0.0004550 | 4 | 3.43 0.600
12.70 59.18 AASHTO® | 0.0003420 | 5 | 3.43 1.397
12.70 59.18 Calculated” | 0.0003770 | 5 | 3.43 1.397
15.24 50.04 AASHTO® | 0.0003740 | 5 | 3.43 1.280
15.24 50.04 Calculated® | 0.0004020 | 5 | 3.43 1.280
20.32 52.58 AASHTOW [ 0.0002940 | 6 | 4.29 2.356
20.32 52.58 Calculated® | 0.0003590 | 6 | 4.29 2.356

MAASHTO (1986) maximum vertical strain &, on the sub-grade surface under the standard 18 kips
(80 kN) axle load for terminal of serviceability (Pt) of 2.0.

@ Calculated maximum vertical strain (&, on the sub-grade surface under the T-72 military tank for
simulated layout of tank loads as shown in Figure (3) above.
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Damaging Effect of Braking Forces

It was mentioned in section 1-2-1 above that closed form solution of uniformly distributed
horizontal load on a circular area on the two layers pavement structure “ will be used to study the
effect of braking force of the tank on asphalt pavement structure. Figure (9) was prepared to
simulate the distribution of tank braking force on pavement structure. Three-layer pavement
structure was taken as mentioned in the introduction above to simulate AASHTO original road test
pavements as shown in Figure (4).

Only one set of values for the modulus of asphalt layer (E;=-1035.5 MPa), the base layer (E»=103.5
MPa), and the sub-grade modulus (E3-103.5 MPa) was taken from the original AASHTO road test
because it is similar to the modulus values of local materials in practice (Kamaludeen, 1987) and
allows the use of two layers closed form solution because E; - E3. AASHTO Poisson's ratio of 0.5
was taken for asphalt layer, base layer, and for sub-grade layer for the purpose of this analysis (the
effect of Poisson's ratio is very small on analysis results, Huang, 1993).

Figure (10) was prepared to show the horizontal principal tensile & under the tank due to
horizontal braking forces combined with tank weight. Figure (11) was prepared to show the
maximum vertical strain (g,) under the tank due to horizontal braking forces combined with tank
weight. Table (2) was prepared to the results of braking force analysis.
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Figure (9): Simulation of tank braking forces distribution for analysis purposes.
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Figure (10): Horizontal principal tensile strain (&) due to braking force combined with tank
weight as shown in figure (9),(t;=7.6 cm and t,=56.6 cm).

Damaging Effect of Tank Turning Maneuver
It was mentioned in section 1-2-1 above that closed form solution of uniformly distributed

horizontal load on a circular area on the two layers pavement structure “ will be used to study the
effect of tank turning maneuver on asphalt pavement structure. Figure (12) was prepared to simulate
the distribution of tank turning maneuver force on pavement structure. Three-layer pavement
structure was taken as mentioned in the introduction above to simulate AASHTO original road test

pavements as shown in Figure (4).
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Table (2): Effect of tank braking force.

Type of Max Horizontal Max Vertical
Tank Load Strain (& Strain (&,
weight only 0.0000940 0.0002898

weight +Braking 0.0003000 0.0003379
Braking only 0.0002233 0.0001243
Z

Depth (m)

X

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 4 B
Horizontal Distance (m)

Figure (11): Vertical strain ¢, due to braking force combined with tank weight as shown in
figure (9), (t;=7.6 cm and t,=56.6 cm).

Damaging Effect of Tank Turning Maneuver

It was mentioned in section 1-2-1 above that closed form solution of uniformly distributed
horizontal load on a circular area on the two layers pavement structure “® will be used to study the
effect of tank turning maneuver on asphalt pavement structure. Figure (12) was prepared to simulate
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the distribution of tank turning maneuver force on pavement structure. Three-layer pavement
structure was taken as mentioned in the introduction above to simulate AASHTO original road test
pavements as shown in Figure (4). Only one set of values for the modulus of asphalt layer
(E1=1035.5 MPa), the base layer (E»=-103.5 MPa), and the sub-grade modulus (E3-103.5 MPa) was
taken from the original AASHTO road test because it is similar to the modulus values of local
materials in practice (Kamaludeen, 1987) and allow the use of two layers closed form solution
because E, - E3. AASHTO Poisson's ratio of 0.5 was taken for asphalt layer, base layer, and for
sub-grade layer for the purpose of this analysis (the effect of Poisson's ratio is very small on
analysis results, Huang (1993)). Table (3) was prepared to show the results of the damaging effect
of the tank turning movement.

34m

|- 45m

5

Figure (12): Simulation of tank turning maneuver loads distribution for analysis purposes.

Table (3): Effect of tank turning maneuver forces

Type of Max Horizontal Max Vertical
Tank Load Strain &y Strain (&
weight only 0.00002996 0.00009719

weight +Turning 0.00004142 0.00009906
Turning only 0.00003643 0.00001636
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- COMPARISON OF T-72 TANK LOADS WITH OTHER MILITARY TANKS

In order to compare the damaging effect of T-72 military tank loads with other types of military
tanks in the world, two families of tanks were considered. The first was the American family of
Abrams M1 military tanks and the British family of Challenger military tanks. The most important
features of the military tanks that affect on the magnitude of the AASHTO equivalency factors of
any tank are the weight of the tank and the area of contact with the surface of pavement, in other
words, the contact pressure. Table (4) was prepared to compare the weight, contact area of one side
of tank track, and the contact pressure of different types of military tanks around the world (Fas,
2009). The contact pressure of T-72 military tank is the lowest and the damaging effect of its loads
is the lowest too.

Table (4): Comparison between features of different tanks (Fas, 2009)

Type of Tank
Tank
Property Abrams | Challenger | Challenger | T-72 T-90
M1A1l 1 2
Track Length
In contact 5.35 6.13 5.20 4.5 4.3
(m)
Track Width
In contact 0.61 0.61 0.61 0.55 0.55
(m)
Combat
Weight 69 62.5 62.5 41 46
(ton)
Contact
Pressure 0.104 0.082 0.097 0.081 | 0.095
(MPa)

- DISCUSSION OF RESULTS AND CONCLUSION

It was found that T-72 military tank has a pronounced damaging effect on flexible pavements in
terms of AASHTO equivalency factors. The AASHTO equivalency factors of T-72 military tank
were found to be from 0.83 to 2.36 based on rutting criterion. Increasing the thickness of the asphalt
layer pavement increases the AASHTO equivalency factors of T-72 military tank. This means that
the structural damaging effect of T-72 military tank on flexible pavements of major highways and
main principal roads is much more than its damaging effect on the flexible pavement of local and
secondary roads.

It was found that the damaging effect of tank braking forces is 2.375 times the damaging effect of
tank weight only in terms of tensile stain (fatigue cracking) as shown in table (2). It was found that
the damaging effect of tank turning maneuver forces is 1.216 times the damaging effect of tank
weight only in terms of tensile stain (fatigue cracking) as shown in table (3).1t was found also, that
T-72 military tank has a severe damaging effect on the functional serviceability of surface of
asphalt layer in terms of deformation and strains due to the effect of metal track.
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- RECOMMENDATIONS

e 1-Based on the results of this study, an economic evaluation for the cost of damage that had
been caused by the frequent movement of T family of military tanks on the national road
network is required.

e 2-Another study is necessary to determine the damaging effect of military tanks on the
national road network during summer seasons.
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- SYMBOLS

AASHTO: American Association of State Highway and Transportation Officials.
a : Vehicle deceleration.

c :Regression constant.

d; : Damage per pass for the jth vehicle.

ds : Damage per pass for standard vehicle.

F : Maximum braking force.

Ei1 : The modulus of asphalt layer.

E, : The modulus of base layer.

E; : The modulus of subgrade layer.

F; : Factor of equivalent wheel load..

f . Coefficient of friction.

g : Acceleration of gravity 9.81 m/sec’.

Kq : Regression constant.

N1g: Number of repetitions to failure for the 18 kips standard single axle.
Ny : Number of repetitions to failure for the jth axle.
Nt : Number of repetitions to failure for the jth standard vehicle.
SN : Structural number .

t1 : Thickness of asphalt layer.

t, : Thickness of base layer.

t3 : Thickness of subgrade layer.

Pt : Terminal of serviceability.

W : Weight of vehicle.

¢ : The maximum principal tensile strain.

gj . The strain for the jth vehicle.

g . Maximum horizontal strain.

€ : The strain for standard vehicle.

&, . Maximum vertical strain.

& . The strain in the x direction.

gy : The strain in the y direction

p - Poisson's ratio of asphalt layer.

i, : Poisson's ratio of base layer.

ns - Poisson's ratio of subgrade layer,

Yxy . The shear strain on the plane x in the y direction.
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ABSTRACT

Micropiles are small diameter, cast in — place or grouted piles with steel pipes of
(50 to 300 mm) diameters and driven by boring machine. Despite their small wall thickness,
high bearing capacity of micropiles provides both axial and pullout resistance.

This paper is directed to study the behavior of micropiles under static and dynamic
loading conditions using the finite element method.

The program OpenSees is used in the analysis, it is open — source program, provides
information about the software architecture, access to the source code, and the development
process. The program is based on the basic commands, which are written in Tcl (pronounced,
"tickle™; tool command language).

A model for groups of laterally loaded pipe piles in sand was adopted to study the
effect of defects on their lateral performance. The geometric arrangement consisted of group
series of 2, 4 and 6 equally spaced piles. Eight node brick elements are used to model the pile
and the surrounding soil.

It was concluded that the deflection of laterally loaded piles decreases when inserting
steel micropiles beside the defect pile at two opposite directions. The increase in the group
deflection is greater when the defected pile is modeled in the front row.
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INTRODUCTION

Micropiles are often used to improve the bearing capacity of the foundation against applied
loading. In many cases, steel pipes of 50 to 200 mm diameters are used as micropiles. The
strengthened ground acts as coherent mass and behaves remarkably well, capable of
sustaining high compressive loads at defined settlement or alternatively defined loads at
reduced movement. Lizzi (1982) and Plumelle (1984) showed that micropiles create an in-
situ coherent composite reinforced soil system and the engineering behavior of micropile-
reinforced soil is highly dependent on the group and network effects that influence the overall
resistance and shear strength of composite soil- micropile system. Juran et al. (1999)
presented a state of art review, covering all the studies and contributions, on the state of
practice using micropiles. Considerable information on single micropile design, evaluation of
load bearing capacity, movement estimation models as well as effect of group and network
effect have been covered in considerable detail. They also reviewed geotechnical design
guidelines in different countries for axial, lateral load capacities and approach for movement
estimation.

The use of small-diameter piles and micropiles in seismic retrofitting or in new
construction in seismic zones requires a thorough analysis of the seismic induced response
for groups of flexible piles with inclined elements. As a matter of fact, as the stiffness and
resistance of vertical flexible piles to lateral loading is generally small, the use of inclined
small-diameter piles presents a potential alternative to withstand inertial forces and to ensure
stability of the foundations system under seismic loading.

As reported by Gazetas and Mylonakis (1998), in recent years evidence has been
accumulating that inclined piles may, in certain cases, be beneficial rather than detrimental
both for the structure they support and the piles themselves. One supporting evidence to this
issue was noted during the Kobe earthquake. It was noted that one of the few quay-walls that
survived the disaster in Kobe harbor was a composite wall relying on inclined piles,
conversely, the near wall, supported on vertical piles, was completely devastated.

ADVANTAGES OF MICROPILES:

Micropiles are installed by drilling mainly to increase the vertical bearing capacity of the soil.
The advantages of micropiles are that high capacity piles would require fewer elements for
support than standard H-pile foundations, and the micropiles could also be constructed from
underneath an existing super-structure with low headroom constraints. Additionally, as the
design progressed, the micropiles could be installed around the utilities in a confined space.
Therefore, the pier construction could be completed without interfering with rail traffic and
any movement of the existing piers during foundation installation would be minimized by
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utilizing the micropile foundations, with low noise, and vibration during installation process.
It can be used for any type of soil, but with conditions for rock soil, regardless of the kind of
soil or the presence of water table; or its accessibility, (Hronek, et al., 2007).

Notably, micropiles require small area of footing when they are utilized as foundation
piles, they also promise easy construction of batter and staggered piles. Similar to other
conventional piles, micropiles can be used both individually as bearing piles and in groups
for soil strengthening. The typical illustration of a high capacity micropile system is
presented in Figure (1).

P Footing
Bearing —— ey _
Plate 4

Steel Pipe

["-Ff Coupler

Grout — .

Steel Pipe Length

Pile Length

Deformed
Bar —/ [ Ay

Grout —/_—P

|
—m=— Anchorage Length _\Q,

Figure (1): Details of Micropiles System (Kalkan, 2003).

COMPUTER PROGRAM USED:

OpenSees has advanced capabilities for modeling and analyzing the nonlinear response of
systems using a wide range of material models, elements, and solution algorithms. The
program is designed for parallel computing to allow simulations on high-end computers or
for parameter studies. The program interpreter is an extension of the Tcl (pronounced
"tickle™). Tcl comes from "Tool Command Language" is a non-typed language, that means an
expression can always be seen as a numeric value, a string or another value, conversions are
done on-the-fly. All types are implemented as string, even lists are strings with embedded
separating spaces) language for use with OpenSees. The Tcl scripting language was chosen to
support the OpenSees commands, which are used to define the problem geometry, loading,
formulation and solution, (Silvia et al., 2005).

OpenSees Analysis Capabilities:

Linear equation solvers, time integration schemes, and solution algorithms are the core of the
OpenSees computational framework. The components of a solution strategy are
interchangeable, allowing analysts to find sets suited to their particular problem. Outlined
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here are the available solution strategies. New parts of the solution strategy may be
seamlessly plugged into the existing framework (Silvia et al., 2005).

BRICK UP ELEMENT:

It is an 8-node hexahedral linear isoparametric element. Each node has 4 degrees of freedom
(DOF): DOFs 1 to 3 for solid displacement (u) and DOF 4 for fluid pressure (p). This element
is implemented for simulating dynamic response of solid-fluid fully coupled material, based
on Biot's theory of porous medium.

This element is used in this paper to model the pile and the surrounding soil.

USE OF MICROPILES FOR SUBSTITUTION OF DEFECTED PILES:

A model for groups of laterally loaded hollow pipe piles in sand was made by Ata, and EI-
Kilany, (2006). Tests were performed to study the effect of anomalies (defects) on their
lateral performance. The geometric arrangement consisted of a group series of 2, 4 and 6
equally spaced piles. The defect pile was introduced as 50% necking or reduction in the
thickness of the pipe pile at selected depths. It is attempted here that two steel micropiles are
inserted in the model surrounding the defect pile in two opposite sides with diameter of (6
mm) in order to study the effect of the micropile on the load-deflection relationship as shown
in Table (1). Each geometric series contained only one defective pile and the location of the
defective pile was varied within the rows of the group. Each pile consisted of a hollow steel
pipe of 16 mm inside diameter, 3 mm wall thickness and a length of 650 mm. Model pile
groups of 2, 4 and 6 piles spaced at 3 times the diameter (in both directions) were assembled
in place at the center. Pile caps were modeled using 25-mm thick steel plate. The load was
applied incrementally by 100 N and up to the maximum total load of 2000 N. All series of
pile groups were laterally loaded under similar conditions with no constraint on the pile heads
as shown in Figure (2) which shows the finite element mesh for the pile cap while the mesh
of elements around the piles is not shown in order to clarify the pile locations. The bottom of
the mesh was restrained against horizontal movement in x- and z- directions while the side
boundaries of the mesh are restrained against vertical movement in y- direction. In order to
prevent concentration of stresses on small zone, the lateral loads were applied on the pile cap
as distributed loads within an area of 3D (three pile diameters) as shown in Figure (2).
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Table (1): Cases Due To Presence of Defected Piles with Proposed Micropile.

oL

Group Configuretion | Depth of Defect (o)
I Casel| 0.2L
r-ar :ﬁi Case2 | 03L
= J i Case3 | 04L
A Case4 | 0.5L
F ‘!B . Casel| 0.2L
P Case2 | 03L
U _+_ ‘|T
tle i Case3 | 04L
O—O
—] Case4 | 0.5L
F M B Casel| 0.2L
Wi b L
] o—ae Case2 | 0.3L
= Lo Case3 | 04L
Tt Case4 | 0.5L
F _rlql_ B Casel| 0.2L
. s | Case2| 03L
(0= L Case3| 04L
¥ YL Case4 | 0.5L
F M B Casel| 0.2L
L Case2| 03L
4 Tl' .
& 1l +ﬁ 1 Case3 | 04L
s L A Case4 | 0.5L

O non-defective pile.
@ defective pile.

The lateral deflection of the group was calculated at the head of the piles. The defected
piles were prepared by assuming 50% off the wall thickness of the pipes to model a necking
anomaly and extending for a length of 3 mm. The location of the defect was set at four
different locations below the pile head represented by a fraction o of the total length L, where
the value of o was 0.2, 0.3, 0.4 and 0.5 as shown in Table (1). The properties of the soil —
micropile —structure are shown in Tables (2), (3), and (4).

It is intended in this study to model the micropiles that are used as a substitute to the
defected piles. The micropiles used have the properties listed in Table (5). The load-

deflection curve for this condition will be compared with other cases.
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o o
¥
- - o /’ 2 X ; n - /
Figure (2): Finite Element Mesh Used for Modeling
4-Pile Group and 6-Pile Group for Different Cases
in the Program OpenSees.
Table(2):Properties of the Soil, (Ata, and El-Kilany, 2006).
. . Modulus of Poisson’s Internal
Type of Soil Un'(thlv/?:]%? t Elasticity Ratio (v) Friction
7 E (kPa) ¢ (degrees)
Sandy Soil 17.20 8000 0.45 39
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Table (3): Properties of piles (steel pipe), (Ata, and El-Kilany, 2006).

Unit Weight Modulus of Elasticity Poisson’s
7 (KN/m®) E (MPa) Ratio (v)
78.33 205000 0.3
Ay I, ly Iy Outer Inner Wall thickness | Length
(mm?) | (mm*) | (mm* | (mm*) | Diameter | Diameter t(mm) (mm)
(mm) (mm)
179.1 | 8280 | 8280 | 16560 22 16 3 650

Table (4): Properties of Pile Cap, (Ata, and El-Kilany, 2006).

. . Modulus of Poisson’s
Type Um(tkm:]%? t Elasticity Ratio(v)
7t E (MPa)
Steel Plate 78.33 205000 0.3

Table (5): Properties of Micropiles.

Unit Weidht Modulus of | Poisson’s Outer Wall Length
Type (kN /m%) Elasticity Ratio(v) Diameter | thickness (mm)
n E (MPa) (mm) t(mm)
Steel 78.33 205000 0.3 6 0.82 650
Pipe

FOUR-PILE GROUP:
The results of the total group load versus top deflection for the 4-pile group are presented in
Figures (3) through Figure (6). The figures show results of four series of analysis with defects
introduced at depths of 0.2L, 0.3L, 0.4L and 0.5L as considered from the top of the piles. For
each analysis, three relationships are shown:
a) no defective piles or reference case,
b) one defective pile at back row.
c) one defective pile at front row.
d) one defective pile at back row surrounded by two proposed steel micropiles.
e) one defective pile at front row surrounded by two proposed steel micropiles.

It should be noted that in each group, only one defected pile was modeled either in the
back row or the front row. The results show that the deflection of the piles increases when a
defect is present in one of the piles. The increase in the group lateral deflection is greater
when the defected pile is modeled in the front row. The results also indicate that the
deflection of the piles decreases as the depth ratio (aL) of the anomaly increases from 0.2L to
0.5L. The results also indicate that the deflection of the piles decreases when inserting the
steel micropiles beside the defect pile at two opposite directions as shown in the figures.
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Figures (7) and (8) present the variation of the pore water pressure as predicted at top
of the pile with the lateral load for different conditions of the piles. It can be noticed that the
shape of this relationship is similar to load- deflection relation and the maximum values of
pore water pressure are generated at the top of the piles where maximum deflection is
expected.

SIX-PILE GROUP:

Figures (9) through (13) present the results for the 6-pile group model. Six series of model
are shown with defects introduced at depths of 0.2L, 0.3L, 0.4L and 0.5L considered from the
top of the piles. For each series, four relationships are shown:

a) no defective piles or reference case.

b) one defective pile at back row.

c) one defective pile at middle row .

d) one defective pile at front row.

e) one defective pile at back row surrounded by two proposed steel micropiles.

f) one defective pile at middle row surrounded by two proposed steel micropiles.

g) one defective pile at front row surrounded by two of steel micropiles.

Again, only one defect was modeled in one pile, which was placed alternatively in
three rows. The results show that the pile head deflection increases as the defective pile is
moved from the back row to the middle row and then to the front row. Similar to the cases of
the 4-pile groups, the results indicate that the deflection of the piles decreases as the depth
ratio (aL) of the defect increases from 0.2L to 0.5L. The results also indicate that the
deflection of the piles decreases when inserting the steel micropile beside the defect pile at
two opposite directions as shown in the figures.

2000
1800
1600 y
1400 -
x o
'g 1200 | —~-Defective pile at Front Row
S 1000 e < <
© y/ -=-Defective pile at Back Row
2 800 : :
5 /, No Defect
600 -
400 , | »-Defective pile at Front Row
with 2-Micropiles
200 | | —Defective pile-at Back Row
0 with 2-Micropiles
0 1 2 3 4
Deflection, mm

Figure (3): Load-Deflection Curves for 4-Pile Group with Defect at Depth Ratio (0.2L)
Using the Program OpenSees.
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Figure (4): Load-Deflection Curves for 4-Pile Group with Defect at Depth Ratio (0.3L)
Using the Program OpenSees.
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Figure (5): Load-Deflection Curves for 4-Pile Group with Defect at Depth Ratio (0.4L)
Using the Program OpenSees.
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Figure (6): Load-Deflection Curves for 4-Pile Group with Defect at Depth Ratio (0.5L)
Using the Program OpenSees.
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Figure (7): Max.Variation of Pore Water Pressure with Lateral Load for 4-Pile Group

with Defect at Depth Ratio (0.2L) Using the Program OpenSees.
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Figure (8): Max.Variation of Pore Water Pressure with Lateral Load for 4-Pile Group

with Defect at Depth Ratio (0.3L) Using the Program OpenSees.
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Figure (9): Load-Deflection Curves for 6-Pile Groupwith Defect at Depth Ratio (0.2L)
Using the Program OpenSees.
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Figure (10): Load-Deflection Curves for 6-Pile Groupwith Defect at Depth Ratio (0.3L)
Using the Program OpenSees.
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Figure (11): Load-Deflection Curves for 6-Pile Groupwith Defect at Depth Ratio (0.4L)
Using the Program OpenSees.
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Figure (12): Load-Deflection Curves for 6-Pile Group with Defect at Depth Ratio (0.5L)
Using the Program OpenSees.
PROPOSED AMPLIFICATION FACTORS:

A simplified method is proposed for quantifying the effect of presence of a defect in one
defective pile within a group of piles spaced center-to-center by the distances of 3d x 3d. In
this method, an amplification factor is calculated by dividing the top deflection of the group
containing the defective piles by the deflection of the same group arrangement without
defects. In addition, another amplification factor is evaluated by dividing the top deflection of
the group containing the defective piles by the deflection of the group treated by adding two
micropiles, (Kadhim, 2008)

The results of the calculated amplification factors for the cases of 4-pile and 6-pile
groups are presented in Figures (13) and (14). The data indicate that for the case of 4-pile
group, the amplification factor ranges between 1.06 and 1.34 while for the case of 6-pile
group, the amplification factor ranges between 1.02 and 1.65, depending on the position of
the defective pile within the group.

These values for the case of 4-pile group become 1.03 and 1.31 while for the case of
6-pile group they become 1.00 and 1.61 when micropiles are inserted. This means that using
micropiles for substituting defected piles leads to a decrease in the amplification factor of
lateral deflection. In all cases, the decrease is in the order of 2-4%.
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Figure (13): Effect of Defect Location withRespect to Pile Depth and Row Position for 4-
Pile Group.
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Figure (14): Effect of Defect Location with Respect to Pile Depth and Row Position for
6-Pile Group.
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CONCLUSIONS:

e The increase in the group deflection is greater when the defected pile is modeled in

the front row. The deflection of the piles decreases as the depth ratio (aL) of the
defect increases from 0.2L to 0.5L. The deflection of the piles decreases when
inserting two steel micropiles beside the defected pile at two opposite directions.

The pile head deflection increases as the defective pile is moved from the back row to
the middle row and then to the front row. Similar to the cases of the 4-pile groups, the
deflection of the piles of the 6-pile group decreases as the depth ratio (aL) of the
defect increases from 0.2L to 0.5L. The lateral deflection of the piles decreases when
inserting two steel micropiles beside the defected pile at two opposite directions.

The amplification factor (the top deflection of the group containing the defective piles
divided by the deflection of the same group arrangement without defects) for the case
of 4-pile group ranges between 1.06 and 1.34 while for the case of 6-pile group the
amplification factor ranges between 1.02 and 1.65, depending on the position of the
defective pile within the group. These values for the case of 4-pile group become 1.03
and 1.31 while for the case of 6-pile group they become 1.00 and 1.61 when
micropiles are inserted. This means that using micropiles for substituting defected
piles leads to a decrease in the amplification factor of lateral deflection. In all cases,
the decrease is in the order of (2-4) %.
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ABSTRACT

Base isolation systems have become a significant element of a structural system
to enhance reliability during an earthquake. One type of base isolation system is
Friction Pendulum Bearing in which the superstructure is isolated from the foundation
using specially designed concave surface and bearing to allow sway under its own
natural period during the seismic events. This study presents the finite element
analysis of Friction Pendulum System (FPS) of a multi-story building and without
base isolation, subjected to two real different earthquakes (ElI Centro & Loma Prieta)
by use engineering program (ETABS Nonlinear version 9.5). Comparing with the
available experimental data, the application of the current model gives close
prediction. It has been shown that as a result of isolation, base shear acting are
reduced considerably.

A parametric study dealing with the coefficient of friction p (0.08,0.15 and 0.25)
and radius of concave surface R (40 in, 80 in and 400 in) to study the base shear and
the displacement of Friction Pendulum System. Overall the base isolated system
showed a significant improvement in dynamic response of the model structure by
reducing the base shear and increasing the damping of the system
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INTRODUCTION

In recent years, the Friction Pendulum System (FPS) has become a widely
accepted device for seismic isolation of structures. The concept is to isolate the
structure from ground shaking during strong earthquake. Seismic isolation systems
like the FPS are designed to lengthen the structural period far from the dominant
frequency of the ground motion and to dissipate vibration energy during an
earthquake. The FPS consists of a spherical stainless steel surface and a slider,
covered by a Teflon-based composite material. During severe ground motion, the
slider moves on the spherical surface lifting the structure and dissipating energy by
friction between the spherical surface and the slider.

The period of the Friction Pendulum System (FPS) is selected simply by choosing
the radius of curvature of the concave surface. It is independent of the mass of the
supported structure. The damping is selected by choosing the friction coefficient.
Torsion motion of the structure are minimized because the center of stiffness of the
bearing automatically coincides with the center of mass of the supported structure.
The bearing's period, vertical load capacity, damping, displacement capacity, and
tension capacity, can all be selected independently.

BASE ISOLATION TYPES
Base isolation systems are divided into two main groups of systems with a
recentering (Restoring) mechanism and systems without this mechanism. The
recentering mechanism is responsible to push the structure back to its original place to
minimize the permanent displacement of the structure in its base. Regarding isolation
mechanisms, base isolated systems can be divided into three main groups:
elastomeric-based systems, sliding-based types, and spring type systems
1. Elastomeric-based systems
1.1 BLow-damping rubber systems
1.2 BHigh-damping rubber systems
2 . BSliding-based systems
2.1 BElectricite-de-France system
2.2 BEERC system
2.3 BResilient-Friction based isolation system (R-FBI)
2.4 Fiction pendulum systems
2.4.1 Bearing F.P.S
2.4.2 Tension F.P.S
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3. Spring-type systems (©

(a) | | —

Fig.1 Most popular building isolation devices: (a)Spring-based isolator,(b)
Tension F.P.S,(c) BElectricite-de-France system,(d) Bearing F.P.S

CONCEPT OF FRICTION PEMDULUM SYSTEM

Friction Pendulum Bearings work on the same principle as a simple pendulum.
When activated during an earthquake, the articulated slider moves along the concave
surface causing the structure to move in small simple harmonic motions, as illustrated
in Fig.2 & 3 Similar to a simple pendulum, the bearings increase the structures
natural period by causing the building to slide along the concave inner surface of the
bearing. The bearings filter out the imparting earthquake forces through the
frictional interface. This frictional interface also generates a dynamic friction force
that acts as a damping system in the event of an earthquake. This lateral
displacement greatly reduces the forces transmitted to the structure even during
strong magnitude eight earthquakes. This type of system also possesses a re-
centering capability, which allows the structure to center itself, if any displacement is
occurred during a seismic event due to the concave surface of the bearings and
gravity.
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Fig.2 Pendulum motion

[ L) & S~
~th - M e - Lo S

PENDULUM MOTION SLIDING PENDULUM MOTION BEARING OFERATION

Peried  T=2mf/g
Stiffness KmW/R

Fig.3 Basic Principles of the Friction Pendulum Bearing

EXPERIMENT STUDY OF NIKOLAG KRAVCHUK, RYAN COLQUHOUN,
AND ALI PORBAHA

This model (Fig. 4) was tested by [Nikolag Kravchuk, Ryan Colquhoun, and Ali
Porbaha California State University, Sacramento] to simulate the pendulum motion of
a single Friction Pendulum Bearing. The springs acted as the force that centered the
system when it was displaced in any direction. The preliminary model was modified
slightly to improve the response of the system. The new design had four actual
bearings machined to reduce the friction and better represent the response of an actual
pendulum system.
Both model structures (with and without isolation system) were made from the same
flexible material and mounted on the same shake table to allow comparison of the
responses of the two structures during lateral loading.
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Accelerometers
 ull —= \

o i :
H Structure 2
With Base Isolation
Structure 1
H No Base Isolation
+ [¥ | A
i shakwAT A blA |
e Loading ' D — Loading ' D

Fig.4 Experimental Setup of Nikolag Kravchuk, Ryan Colquhoun, and Ail
Porbaha

TESTING AND RESULTS OF NIKOLAG KRAVCHUK, RYAN
COLQUHOUN, AND ALI PORBAHA
Free Vibration

The first sequence in the experiment testing was to get the response of the
structures under free vibration. An equal drift was applied to the top of both structures
with and without base isolation system. The force was released and the structures
allowed to oscillate until the natural damping of the structures brought the system to
stop. The accelerometers recorded the acceleration that each structure experienced
until they stopped oscillating. Fig. 5 shows the responses of these two structures.
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‘l | || || ||I |[I I|I T lll . IJ
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o X

|
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i
06 ' — No Base Isolation  —
=/\/ith Base |solation
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0 1 2 3 4 5 6 T 8 9 1C
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Fig.5 Responses of the model structures unae(r Tee \Shbratlon of Nikolag Kravchuk,

Ryan Colquhoun, and Ali Porbaha.
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Forced Vibration

The second sequence of experiment was the forced vibration of the structures. The
shake table was loaded with an increasing acceleration (sweep) for a period of 10
seconds. The acceleration of each structure was recorded and the responses of both
structures were recorded, as shown in Fig 6.

Al:lceleration (ft/s?)
=)
!

0.5 L A - il
| g|| ‘h Il ?
1 I S Ik —
— Forced Vibration-No |solation | || H ||
15 | |==Forced Vibration-With Isolation q i|| !
==| pading
0 1 2 3 4 5 B T 8 9 10

Time (Seconds)

Fig.6 Responses of the model structures under forced vibration of Nikolag
Kravchuk, Ryan Colquhoun, and Ali Porbaha.

Tablel. Results of the shake table tests

Free Vibration Forced Vibration
With Without With Without
Base Base Base Base
Isolation | Isolation | Isolation | Isolation
Maximum acceleration 0.23 0.57 0.72 1.63
Damping ratio
0.085 0.016 - -

USING OF FRICTION PENDULUM SYSTEM

Friction Pendulum may be used between components of the structures (Friction
pendulum gap - element) or between structure and foundation (Friction pendulum
base isolation)
San Francisco Airport International Terminal was designed by Skidmore, Owings
and Merrill with Dr. Anoop Mokha as project Eng. The seismic design used friction
pendulum seismic isolation to resist a magnitude 8 earthquake occurring on the San
Andreas Fault, with no structural damage.
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Benicia-Martinez Bridge is one of the largest bridges to date to undertake a seismic
isolation retrofit, and uses the largest seismic isolation bearings ever manufactured.
[Dr. Victor Zayas. Earthquake Protection Systems, Inc. 2801 Giant Hwy . Blodg. A
Richmond, California 94806 . (510)232-5993. Fax 232-6577].

' | g B .
—

San Francisco Airport International Terminal SF Airport Terminal Installed Bearing

Friction pendulum system bearing base isolation between column and separate footing

Hayward City Hall Hayward City Hall Installed Bearing

Friction pendulum gap - element between beam and column

Concave for Benicia-Martinez Bridge Bearing

Benicia-Martinez Toll Bridge

Friction pendulum system bearing base isolation between pier and foundation

Fig.7 Using of Friction pendulum system [Dr. Victor Zayas. Earthquake
Protection Systems, Inc. 2801 Giant Hwy . Blodg. A
Richmond, California. www.earthquakeprotection.com].

FINITE ELEMENT ANALYSIS OF FRICTION PENDULUM SYSTEM (FPS)

The differential equation governing an FPS isolated structure is [Almazan and Llera,
2002and 2003]:

M g+ C g+ Kq +Q = —ML,W 1)
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where q is the vector of the system degrees of freedom. M, C, and K are mass,
damping, and stiffness matrices, respectively. W is the 3-D excitation input vector, Ly
the input influence matrix, and Q the vector of non-linear restoring force generated by
isolators with respect to the degree-of-freedom q of the structure. To keep track of the
axial force in bearings a friction pendulum element has been incorporated in the set
Fig.8. The sliding displacement of the isolator is:

5k = Fk = {5xk5yk5zk }T (2)

By imposing the kinetic constraint, i.e. spherical surface of the isolator, the three

components of the deformation dx and its velocity o« are implicitly expressed in
terms of each other as:

5x2|< +5§k +(5zk -Ry )2 = sz (3)

Ok O +5yk §yk+5zk (§zk —Ry ): 0 (4)

where Ry is the radius of curvature of the spherical surface of the k™ isolator.

/ o
/1
A ‘
v/ L
Lk _ I
Oy 5y
I r|.
L1 ]

Fig.8 Friction pendulum element in downward position [Almazan and Llera,
2002and 2003]

The element demonstrated in fig. 8 has 2 nodes, | and J, and 12 degrees of freedom,
which are linearly related to the global degrees-of-freedom (q):

U, =10} =R (5)
where Py is the nodal kinetic transformation matrix of the k™ isolator. u;and u, are

nodal deformation vectors of the lower and upper element nodes.
Assuming small node rotations, it is possible to relate deformation and velocity in the

isolator, &, and J«, with nodal deformations, u, as:
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O = §(uk )uk (6)
5=S(u, )u, (7)
In which
100 0 - Ij 0 -1 0 O 0 Au, +1, Au,

Su)=l0 1.0 -1, 0 0 0 -1 0 Au,+l 0 —Au,

001 O 0 00 0 -1 Au Au, 0
®
) 1 r, -r, 0 -, 0 -1 -r/ 0 —(Au,+1) Au,
Su)=(-r, 1 /. 1, 0 0 r -1 -r' Au -+l 0 ~Au,

'y, -r, 1.0 0 0 -r, 1, -1 -Ay Au, 0
(9)

Where Au, =u’ —u' for i=x,y,z and I, and I, are vertical distances between
nodes J and | and origin O, in the original configuration of the fraction pendulum

system, corresponding Fig. 8

In the next step the non-linear restoring force vector Q must be determined. The
restoring force in an isolator of this type is composed of the two main terms of the
pendulum effect, fp, and the frictional part, fu:

fo="T+fu
fo =N A +7, 4N, S,
fo =N, (A +7, 248 )=N,r, (10

Where N, is the magnitude of the normal force A, and §,  are unit vectors in the

outward normal direction and tangential to the trajectory of the isolator,
respectively. u, is the friction coefficient. 7, is a positive non-dimensional variable
with value one during sliding phases and less than one during sticking phases [Wen,
1976] and [Park, 1986].

In sticking phases, it is not possible to determine the magnitude and direction of the
friction force, as regarding equation 10, the sliding velocity vanishes. To overcome
this problem, instead of the Coulomb friction law an equivalent hysteretic model is
applied.

To compute the restoring force in the global coordinate system, the restoring force
computed in equation 10 is transformed as Fig.9.

Q= Ly fi (11)
Where
Q, is local vector of non-linear restoring force for fraction pendulum element and
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L, =S.P, (12)

Finally adding restoring forces of all isolators in the system:

Q=>Q =2 Lf,=LF (13)
k k

Where

Q the global vector of non-linear restoring force from fiction pendulum systems
[Almazan and Llera, 2003]

Fig.9 Forces acting on an FPS bearing (left) in local coordinates, (right)in global
coordinates system [Almazan and Llera, 2002and 2003]

CASE STUDIES

The finite element mesh model of a three-story structure with two bays on the
two direction by engineering programs (ETABS Nonlinear version 9.5). The columns
(24 in x 24in) , beams (36 in x 24 in) and slab thickness (8 in) Fig.11. The material
properties of structure (Table 3 & 4) and the linear and nonlinear properties of friction
pendulum in table (Table 5 & 6). The response of the aforementioned system has been
subjected to two strong earthquakes are studied. ElI Centro earthquake has 500
increment and 0.02 time step and Loma Prieta earthquake has 2000 increment and
0.02 time step (Table 2) and fig.10.

Two type of supports have been taken (fixed support and base isolation of friction
pendulum) as a result of finite element analysis has been found that the friction
pendulum show a significant improvement in dynamic response of structure by
reducing the base shear fig. 12 & 13.

As a comparison with model of [Nikolay Kravchuk, Ryan Colquhoun, and Ali
Porbaha 2008] fig. 5 & 6 there is a good agreement in the general behavior.

The numerical analysis show that the input energy from earthquakes (El Centro &
Loma Prieta) and efficiency the FPS on dissipation of the vibration energy to keep the
structure from failure fig. 14 & 15.
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Table 2 Earthquake motion used in the analysis.

Excitation Record Duration Magnitude
[s]
El Centro USA, Imperial Valley, 10 6.7
May 18, 1940
Loma Prieta USA, Santa Cruz, 40 7.1
California
October 17, 1989

©
~

Acceleration (g)
o
o
|

04 T T T T T T T T T T T
0 2 4 6 8 10 12
Time (Seconds)
(a) El Centro earthquake, 1940

0.2
C
S
<0.0
7}
(5]
3]
<

-0.2 T e i L s S B

0 5 10 15 20 25 30 35 40
Time (Seconds)

(b) Loma Prieta earthquake, 1989
Fig.10 Earthquake Loads used in analysis

Table 3 Analysis Property Data.

Table 4 Design Property Data.

Modulus of elasticity , (Kip-in) 3600 Reinforcing Yield Stress, (Kip-in) 60
Mass per unit volume, (Kip-in) 2 246E-7 Compressive strength, (Kip-in) 4
weight per unit volume, (Kip-in) 8.841E-5 Shear Steel Yield Stress, (Kip-in) 40

Poisson’s ratio , v 0.2 Concrete Shear Strength, (Kip-in) 4
Coefficient of thermal expansion,
(Kip-in) 5.5E-6
Shear Modules, (Kip-in) 1500
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Table 5 Linear Properties of FPS.

Table 6 Non Linear Properties of FPS.

Direction | Effective | Effective Direction | Stiffness | Rate u | R(in)
Stiffness, | Damping , (Kip-in) | Parameter
(Kip-in) U, 1000

U 1000 0 0.08 | 40

D2 4 0 U2 100 20 015 80

U 4 0 025 | 400
0.08 | 40

U3 100 20 1015 80

025 | 400

Origin point

Finite element mesh

30

Fig.11 Finite element mesh of three-story building with friction pendulum system
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Friction Pendulum System
3.2E+3 — Fixed System
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Fig.12 Comparison of the base shear in an isolated system with the one in a fixed-
base structure to EIl Centro, R=40 in, yu =0.08
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Fig.13 Comparison of the base shear in an isolated system with the one in a fixed-
base structure to Loma Prieta, R=40 in , p =0.08
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Fig.14 Energy with time in an isolated system to El Centro, R=40 in, 1 =0.08
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Fig.15 Energy with time in an isolated system to Loma Prieta, R=40 in , yu =0.08

50.00 —

n >

3

2

0.00 — —
8

=

w

-50.00 T ‘ T ‘
-4.00 0.00 4.00

Shear Displacement Y

Fig.16 Shear force with displacement in Y direction to El Centro & Loma Prieta
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Fig.17 Shear force in Y direction. With Shear force in Y direction. To El Centro
& Loma Prieta earthquake respectively ,R=40 in , u =0.08
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Fig.18 Drift at the top the structure (third floor) to El Centro & Loma Prieta
earthquake respectively ,R=40 in, u =0.08
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Fig.19 Base shear Y for 3 story building isolated by FPS with deferent coefficient
of friction (a) 0.08 (b) 0.15 (c) 0.25 El centro and (d) 0.08 (e) 0.15 (f) 0.25 Loma
Prieta
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Fig. 20 Base shear Y for 3 story building isolated by FPS with deferent radiuses
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PARAMETRIC STUDY

The Effect of Coefficients of Friction

In order to study this effect a three different coefficient of friction (0.08), (0.15)
and (0.25) have been carried out with radius of concave 40 in for each type of
earthquake. As a result of comparison between curves, it has been shown that the
larger the friction coefficient the later the isolation mechanism is activated. In an
extreme cases the base shear force does not overcome the friction force. In such a
case, an isolated system responds the same as a classical fixed-base system. Fig.19

The displacement of friction pendulum system decreases with the increase in the
coefficient of friction due to increased the damping of the system. Fig. 21

The Effect of the Radius of Concave Surface

To study this effect, the same model as before with a friction coefficient of 0.08
is analyzed for three different radius of concave (40 in), (80 in) and (400 in) for each
type of earthquake fig 20 & 22. The base shear decreases with the increase in the
radius In such a case, when the radius approach to infinity an isolated system responds
the same as a classical roller support. a more concaved sliding surface with
accordingly larger geometrical stiffness, reduces the permanent displacement of the
bearing.

CONCLUSIONS

It has been shown that base shear in a sliding-based isolated system is 88.2 % for
El Centro earthquake & 73.7 % for Loma Prieta smaller than the one in a fixed-base
structure. This can be achieved at the cost of a sliding displacement in bearings.

As the magnitude of an earthquake increases, the sliding displacement becomes
larger. For near source cases, to restrict the maximum sliding displacement, a higher
amount of friction coefficient or an extra damping source is required. The sliding
displacement anticipated by simulation matches the result reported by the experiment
very well.

As a result of concavity of sliding plates in all investigated cases, bearings return
back to their original configurations with a good degree of precision. This complies
with results of shaking table tests done by [Nikolay Kravchuk, Ryan Colquhoun, and
Ali Porbaha 2008].

Permitting a structure sliding over its foundation distracts earthquake-induced
forces from the structural system. In this way, drift in isolated systems is much
smaller in comparison with the classical fixed-base systems.
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ABSTRUCT

This paper studies the validity and accuracy of the seismic design force recommended by
AASHTO for single span bridges. A parametric study for single steel girder bridges is presented,
included the effect of span length and elastomeric bearing and lateral bracing (cross-frame) stiffness.
The results of simplified AASHTO method are compared with response spectrum and time history
analysis. Also studying the seismic design regiurements for continuous steel girder bridges in
seismic performance category (A), included the effect of span length, seismic zone, effect of
elastomeric bearing and cross-frame stiffness and bridge skew on their seismic responses. It is
concluded that the AASHTO simplified analysis method for single span bridges underestimates the
seismically induced forces at supports and the proposed seismic design force of (2.5 multiplied by
acceleration coefficient multiplied by tributary weight w(x)) has been recommended for single span
bridges for seismic zone 3 and 4 and for soil type Il. Also it is observed that the seismic design force
for two span continuous bridges in performance category A is safe and conservative method to
predict the shear forces transferred by connection elements to the substructures.
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SEISMIC DESIGN OF SINGLE SPAN STEEL GIRDER BRIDGES
INTRODUCTION

The recent edition of AASHTO specification (AASHTO, 2002) does not required any seismic
analysis, regardless of seismic zone for single span bridges. However, AASHTO required that the
connection between the superstructure to substructure shall be designed to resist a force equal to
design acceleration coefficient (A) multiplied by the site coefficient (S) multiplied by the tributary
weight at the abutment.

To study the validity and accuracy of the seismic design force recommended by AASHTO for
single span bridges, a parametric study for single span steel-girder bridges is presented in this paper
included the effect of span length and support stiffness (bearing and cross-frame stiffness) on
seismic response of these bridges.

DESCRIPTION OF BRIDGES

A steel-girder bridge consisting of (0.24m) reinforced concrete slab built integrally with rolled
steel beams spaced at (2 m) is studied. The carriage way is (10 m) and the slab has a (1 m) overhang
on both sides of the deck. The span lengths of these bridges range between 20 and 60 m with
increment of (10 m). The end of steel beam is placed on elastomeric bearing in the longitudinal
direction and the steel girders are connected together by cross-frames as shown in Fig. (1). The
bridges are designed according to the AASHTO requirements and the bearings are designed
according to Iraqi loading. The properties of bridges are summarized in tables (1) and (2).

The slab is modeled with (2x2 m) shell elements and the girders are modeled by frame elements
connected to the shell elements at each joint. The end of each girder is attached to a spring
representing the elastomer’s lateral stiffness in longitudinal direction and in transverse direction it is
attached to a spring representing the lateral stiffness of end cross-frame. The value of stiffness for
both elastomeric bearing and lateral bracing system is determined as explained in the following
sections. The finite element model of the bridges is shown in Fig. (2). Modeling of the
superstructure is consistent with recommendations of (Tarhini and Frederick, 1989) and (
Mabsout, et. al., 1997). SAP 2000 finite element program is used for analysis (Computer and
Structures, SAP 2000, 1998).

5338



Number 3

Volume 16 September 2010

Journal of Engineering

10m

Y

&

Deck SJz.l:_\,

t=0.24 m
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Cross-frame

Fig. (1) Cross section of the bridge

Cross frame spring

Fig. (2) Finite element model of the bridge

Table (1) Properties of the bridges used in the analysis

Steel Girder

Girder properties

M | M || bem | ML m]| | A 1 )
20 [ 0.24 | 1.0 | 0.58 0.5 | 0.055| 0.025 0.008 | 0.05176 | 0.00910 | 0.00116
30 1024 | 14 | 0.58 0.5 |0.055| 0.025 0.011 | 0.05892 | 0.01977 | 0.00116
40 [ 024 | 1.7 | 0.58 0.5 |0.055| 0.025 0.014 | 0.06708 | 0.03177 | 0.00116
50 | 024 | 20 | 0.65 0.6 | 0.060 | 0.030 0.015 | 0.08565 | 0.05840 | 0.00191
60 | 0.24 | 24 1.00 0.8 | 0.080 | 0.040 0.018 | 0.15304 | 0.15080 | 0.00800
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Table (2) Properties of elastomeric bearing and lateral bracing systems
Span Elastomeric Cross-frame | Bearing stiffener size Ke Kp (KN/m)
(m) bearing size(mm) size (mm) (KN/m)

[DIN 4141] (mm) In. beam | Ex. beam

20 200 x 300 x52 | L120 x 10 | 2PL.130 x 10 % 920 1622 | 417237 | 233892

30 200 x 400 x 52 | L160 x 10 | 2PL.150 x 14 x 1320 | 2162 | 309669 | 173148

40 300 x 400 x 74 | L180 x 12 | 2PL.150 x 14 x 1620 | 2264 | 262602 | 141496

50 300 x 400 x 74 | L180 x 14 | 2PL.180x 16 x 1910 | 2264 | 273469 | 148843

60 350 x 450 x 69 | L200 x 15 | 2PL.200 x 18 x 2280 | 3214 | 197475 | 104898

STIFFNESS OF LATERAL BRACING SYSTEM

Diaphragms provide an important load path for the seismically induced load acting on slab steel-
girder bridges. Zahrai and Bruneau (1998) have shown that the intermediate cross-frames do not
affect the seismic response of straight slab on girder bridges, in either the elastic or inelastic range
also proposed a simplified model for bridge with only end cross-frames as shown in Fig. (3).

The stiffness of lateral bracing system (ky) at one end depends on the geometry of the bridge and

the properties of the bearing stiffeners and diaphragm braces. K;, can be calculated by the following
equation (Zahrai and Bruneau, 1998):

ng 12El ng—1 2EApcos?8
ky= B2 125 | yne-t 2Encos™s ®
hiy Ly

The k;, for each interior steel beam can be determined from the following formula:

12EI 2EApcos® 8
kb= s_|_ b

h%.—' Ly (2)
The ky for exterior steel beam can be determined from the following formula:
12EI EA %6
kp= 2250 4 Anes 3

h T?JIII: L b

where:

Is: moment of inertia of the bearing web stiffener about the longitudinal axis of girder.
ng : the number of girders.

hw : the web height between top and bottom flanges.

Ay ;. cross sectional area of the brace.

Ly : length of brace.

0 : slope angle of brace.
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Fig. (3) Schematical simplified model for bridges with end diaphragms
(Zahrai and Bruneau, 1998)

Elastomeric Bearings Stiffness

The elastomeric bearings transmit the force from the superstructure to substructure. Spring is used
to model the stiffness of elastomeric bearing (ke) in the longitudinal direction. The value of bearing
stiffness can be determined from the following equation (Mast et. al., 1996):

GA
where:

G : shear modulus of elastomer.

A : area of bearing.

T : total thickness of rubber layers.

SEISMIC DESIGN FORCE FOR BRIDGE

The bridges are assumed to be located in Iraq (Baghdad city). The contour map in AASHTO is for
United State. Depending on UBC code (Uniform Building Code), Baghdad is located in zone 3 and
the AASHTO divided the region into contour lines with (A) range (A>0.29), therefore (A) for
Baghdad is assumed to equal (0.3).

To study the validity and accuracy of seismic design force recommended by AASHTO for single
span bridge, the bridge models are analyzed for three loading cases:

e Multi mode response spectrum analysis (MMRS method): using the AASHTO’S design
response spectrum curve for seismic zone of acceleration coefficient (A) equal to (0.3) and soil
profile type Il (Site coefficient (S)=1.2).

o Simplified AASHTO method (AASHTO method) in this method the bridge models are subjected
to load of (SxA=1.2:x0.3w(x) = 0.36w(x)) in two orthogonal directions.

e Time history analysis (TH method) in this method the bridges are assumed to excite by a real
earthquake time history accelerogram. El Centro earthquake accelerogram of May 18, 1940 is
used for time history analysis. The El Centro horizontal component (north-south component) is
applied in the two horizontal directions (X, Y) and the ground acceleration data includes 1559
data points of equal time intervals of (0.02 sec) (Chopra, 1996). The numerical values of the
data are in units of the gravitational acceleration (g).
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The_ response spectrum _for El Centro ground ; gg S : 3/4 £l Centro RS,
motion with scale ratio of (3/4) and 5% |82 1 »o N |_____ AASHTO A=0.3
damping ratio agrees well with the AASHTO | E£q5 -

design response spectrum for acceleration |04 41" NSNSl

coefficient (A=0.3) and soil type Il (S=1.2) as | & g'g TN T
shown in Fig. (4), therefore, the (3/4) scaled EI | Sg1 -

Centro accelerogram with 5% damping ratio is 2 0 . . . . .

used for linear time history analysis. The | o 05 1 15 2 25 3
response spectrum of El Centro ground motion Periodsec)

IS obtained and drawing by using SAP Fig. (4) Comparison of El Centro spectrum
Nonlinear program. with AASHTO design spectrum for A=0.3

To investigate the effect of support stiffness, the bridge models are analyzed with four cases of

support conditions which are:

e Case (1) spring support: springs (ke) and (kp) attached at end of each girder in longitudinal and
transverse directions, respectively.

e Case (2) pin-y: spring (ke) in longitudinal direction and (kp) is replaced with pin support in
transverse direction.

e Case (3) pin-x: one end is pin support and another is free in the longitudinal direction, while
spring (kp) in transverse direction.

e Case (4) pin x-y: one end is pinned and another is free in the longitudinal direction and pin
support in the transverse direction.

Fig. (5) shows that the AASHTO design
response spectrum have a constant acceleration
of (2.5A) for soil type I and Il for periods below
than (0.43715 sec). The single span bridges
which are studied have periods less than
(0.43715 sec) of transverse vibration for all
support stiffness and of longitudinal vibration
with pin-x and pin x-y cases. The bridges are
analyzed for seismic force of 2.5 A multiplied by
[ tributary weight.

M
nf w
L |

(=T T T I )
L L L

soil type IT

[

[=]

Spectral acceleration
Pealk acceleration

0.43715);

0 05 1 15 2 25 3
Period (sec)

Fig. (5) Normalized response spectra

The variation of longitudinal periods against the span length for bridge models with different
support conditions is shown in Fig. (6). Whereas, The longitudinal period decreases severely when
the elastomeric bearing stiffness reached infinity (pin-x support). However, the periods of spring and
pin-y condition coincide. This means that longitudinal vibration is unaffected by the lateral bracing
stiffness (cross-frame stiffness). The longitudinal period for all cases increase as the span length
increases. Fig. (7) shows the variation of transverse periods against span length for different support
conditions. Comparing the transverse period for spring support and pin-y support condition, it can be
concluded that the period decrease as the stiffness of cross-frame increases toward infinity (pin-y).
The transverse period for pin-x support is closed to period for elastic support for span length upon
(30 m) that means the increasing of elastomeric bearing to infinity for span length upon (30 m) does
not affect the transverse period significantly.

Maximum longitudinal and transverse deck displacements due to MMRS method versus span
length are plotted in Figs. (8) and (9), respectively. It is shown that the displacement increases as
span length increases. The longitudinal displacement for bridges which are supported on elastomers
is much higher that for bridges with pin-x support, because that the bridges with elastomers support
are more flexible and have vibration periods higher than for pin-x support bridges by several times.
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Fig. (10) shows the variation of longitudinal shear forces against span length for the three loading
cases. In the longitudinal, the simplified AASHTO and time history forces are very close for all
support conditions, but the MMRS method is yielding a higher force than (AASHTO) and (TH)

methods.

Fig. (11) shows the variation of transverse shear forces versus span length with different support
conditions for the three loading cases. In transverse direction, the simplified AASHTO method
yields a higher force than time history force at 20m span length, but for span length beyond 20 m,
the simplified AASHTO method yields a lower force demand for all support conditions and it
become unsafe. While the MMRS method is yielding higher forces than (AASHTO) and (TH)

methods.
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Fig. (6) Longitudinal period variation versus
span length for a single span bridge
with different support conditions.

Fig. (7) Transverse period variation versus
span length for a single span bridge
with different support conditions
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Fig. (8) Longitudinal displacement due to
MMRS method versus span length.

Fig. (9) Maximum transverse displacement due
to MMRS method versus span length.
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SEISMIC DESIGN OF BRIDGES IN SPC (A)

INTRODUCTION

AASHTO specification does not consider seismic forces for design of structural components for
bridges in low seismic zones such as SPC (A) [A<= 0.09] except for the connection between
superstructures to substructures. AASHTO requires that the minimum connection force that must be
transferred from superstructure to its supporting through the bearings is 20% of the weight that is
effective in the restrained direction.

CASES STUDIED

Two span continuous steel girder bridges are studied. The same cross section properties that were
used for single span bridges are adopted here. The span length of these bridges range between 20
and 60 m with increment of 10 m. The straight and skewed bridges with skew angles varying from 0
to 60 degrees are considered. The bridge is supported on elastomeric bearings in the longitudinal
direction and cross-frames in the direction parallel to skew of the deck. The values of stiffness for
both elastomeric bearings and cross-frames are determined as explained above. The elastomeric
bearing and lateral bracing are designed due to Iragi loading. The properties of elastomeric bearing
and lateral bracing system for end support are summarized in table (3) and for central support are the
twice of these for end support. Springs are used to model the elastomeric bearing stiffness and cross-
frame stiffness. For skewed bridge, the spring in the direction parallel to the skew that simulates the
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stiffness of cross-frame is modeling using the nonlinear link element of SAP2000. This is only way
one can model skewed spring with this program. However, the nonlinear portion of the spring is not
activated. The finite element model of the bridge is shown in Fig. (12).

\SJ Skew angle

By ", N ™, " Y
N M N ", “u, \\\\\\\.\;\\ ", S ., \\.\
x S, SSRRNES RS RN SN
T X N W \ ™ O
oy _ o o ey . . - - =

(a)Plan view

" Skell element

. — Beam element

(nonlinear link element)

Bearing spring

(b)Isometric view
Fig. (12) Finite element model of two span continuous bridge

Table (3) Properties of elastomeric bearing and lateral bracing system

Elastomeric Cross- . . . K. (kN/m
(;) bearing size (mm) | frame size Bearlng(?:]lrfr?)aner Sz (klP\(I/em) o (kN/m)
[DIN 4141] (mm) In. beam | Ex. beam

40 | 200x250x52 | L120x10 | 2PL.130 x 10 x 920 1352 417237 | 233892
60 | 200x400x52 | L130x12 | 2PL.150 x 14 x 1320 2162 298871 | 167750
80 | 250x400x74 | L140x14 | 2PL.150 x 14 x 1620 1887 236362 | 141496
100 | 250 x 400 x 85 | L180 x 14 | 2PL.180 x 16 x 1910 1640 217565 | 120891
120 | 300 x 400 x96 | L200 x 16 | 2PL.200 x 18 x 2280 1740 181415 | 101798

Analysis of the Bridge Models

A parametric study is performed to study the validity of seismic design force recommended by

AASHTO for bridges in SPC (A). The bridge models are analyzed by two methods:

e Response spectrum analysis (dynamic analysis) using the AASHTQO’s design response spectrum
curve with acceleration coefficient (A) equals to (0.05 & 0.09) and soil profile type Il (site
coefficient(S)=1.2) which are applied in two horizontal orthogonal directions X and Y.

e Simplified AASHTO method (static analysis): according to his method a static load of [0.2 w(x)]
is applied uniformly on the bridge model in two horizontal orthogonal directions X and Y.
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The vibration modes and corresponding mass ratio of the bridge models are summarized in table
(4). The variation of the maximum value of individual elastomer shear forces and bracing forces at
end and center support against span length when the base excitation in X and Y directions are
summarized in Figs. (13), (14), (15) and (16).

It is noticed that the elastomer and bracing shear forces increase as the bridge length increases. In
addition the elastomer shear forces at end and center support and bracing forces at end support
decrease for all skew angles ranging from 0 to 45 degrees, but remained much closed and for skew
angle over 45 degrees the shear forces increase with increasing skew angles, while bracing forces at
center support decrease with increasing skew angle from 0 to 60. It is also observed that bridge with
45 degrees skew angle or higher, the max. responses reverses its direction, for example the max.
elastomer shear force is obtained by applying the base excitation in opposite direction (Y).

For all cases, the simplified AASHTO method has yield a higher force than response spectrum
method with (A=0.05 & 0.09) except for straight and 15 skewed bridges, whereas AASHTO method
underestimates the bracing forces at center support by ratio of (3.025 to 12.262%).

Table (4) Vibration modes and corresponding mass ratio of the bridge models

mle 0 15 30 45 60
Lol T ® | ® | T | ®]® ]| I [®® ] T]®]® 1]
(m) T (zec) | mass® | mess® | (s20) | mass?t | mass% || (sec) | mass®S | massi || (sec) | mass% | mess% | (s20) | mass?t | mass%

06829 [ 100.00 07902 9324 | 676 (| 07913 7482 | 2518 095697 4877 | 3023 |[13719| 2484 | Tils

40 2 00321 86.07 | 00517 645 | 8938 || 00305 23.89 095 (00494 4488 | 4445 || 00338 25.21 831
3 0026 23 [[0.0276 ] 0.10 1.35 || 0.0302( 061 83 |[0.0353| 3.8¢ 3.87 (| 00426 4709 [ 1558

06749 [ 100.00 06990 | 93.14 | 686 (| 07804 7435 | 2330 09369 | 4943 | 3037 |[1.3346 | 2463 | 7337

60 2 00817 G189 08084 63 8819 [ 0.0785) 2389 | 4985 || 00739 4495 | 4390 (| 00802 26.8% | 873
00233 416 || 00237 028 300 || 00466 047 1.30 (| 00544| 335 3.32 || 00632 | 4419 4438

0.8302 [ 10:0.00 (8806 | 93.08 | 690 [ 09834 7444 | 2556 (12061 4934 | 30.66 075 2456 | T34

0 2 01157 0364 (01142 646 | 87.00 (| 01102( 2374 | 4900 | 01051( 4500 | 4571 (01004 [ 2586 | 833
3 00333 - 5.83 || 00338 040 3.33 || 00333 1.33 436 ||00751| 244 24 00901 | 44.03 433

1.0618 [ 100.00 10098 | 93.08 | 692 [ 12283 7440 | 2560 ([ 1.53064) 493 30069 (21322 2456 | 7543

00| 2 0.1521 2178 [ 0.1497 | 636 | 8324 || 014 2333 | 67.60 | 01344 4470 | 4336 ([0.1364 | 26.01 3.40
3 00436 1.8 004421 054 745 || 00463 213 6.36 || 00048 26 124 (|01143( 4143 | 13352

1 12787 100.00 1.3248 | 93.01 608 || 14802 7423 | 2577 (| 1.8160( 4912 | 50.88 (25710 2445 | 7333

120 2 02048 8212 (02016 | 643 | 83532 || 01923 2362 | 67.79 (| 0.1801| 4337 | 4366 (01801 | 2838 | 917
3 00383 749 00591 052 713 || 00616 202 6.04 || 01264 109 (| 01525 4017 | 1303
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Fig. (13) Elastomer shear forces at end support due to (a) response spectrum with A=0.05 (b)
response spectrum with A=0.09 (c) AASHTO methods.
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Fig. (14) Elastomer shear force at center support due to (a) response spectrum with A=0.05 (b)
response spectrum with A=0.09 (C) AASHTO method
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Fig. (15) Bracing shear force at end support due to (a) response spectrum with A=0.05 (b)
response spectrum with A =0.09 (¢) AASHTO method.
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Fig. (16) Bracing shear force at center support due to (a) response spectrum with A=0.05 (b)
response spectrum with A=0.09 (c) AASHTO method.
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CONCLUSIONS

- For the case studies considered, the results indicate that the simplified AASHTO method for single
span bridges when compared with MMRS method can underestimate the seismically induced
transverse shear forces (cross- frame forces) with different support conditions by as much as 52%.
The same trend for the longitudinal shear forces (elastomeric bearing forces) for bridges with
supports that restrained in the longitudinal direction X (pin-x) and with supports that restrained in
the longitudinal and transverse directions (X and Y) (pin x-y) supports. The underestimate ratio
range between (19.98-39.05%) for the longitudinal shear force (elastomeric bearing forces) of
bridges with spring support and with supports that restrained in transverse direction (Y); therefore,
the simplified AASHTO method can become unsafe for zone 3 and 4 and soil type II.

- The results shows that the proposed seismic design force of (2.5 multiplied by acceleration
coefficient multiplied by tributary weight w(x)) is suitable and safety method for all cases and can
be recommended for single span bridges in lieu the simplified AASHTO method for seismic zone 3
and 4 and for soil type I1.

- A parametric study on seismic design force for two span continuous bridges in performance
category A (SPC A) shows that the seismic design force [0.2 w(Xx)] which is recommended by
AASHTO is safe and conservative method to predict the shear forces transferred by connection
elements to substructures for practical bridge systems in SPC (A).
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ABBREVIATIONS

AASHTO
ASCE

Ex.

In.
MMRS
SAP 2000
uBC

SYMBOLS

American Association of State Highway and Transportation Officials
American Society of Civil Engineers

Exterior

Interior

Multi mode response spectrum method

Structural Analysis Program

Uniform Building Code

Cross sectional area of steel beam

Bottom flange width of steel beam

Top flange width of steel beam
Depth of steel beam
Second moment of area about y and z axes respectively
Lateral bracing stiffness
Elastomeric bearing stiffness
Bridge length
Bottom flange thickness of steel beam
Top flange thickness of steel beam
Deck slab thickness
Web thickness of steel beam
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EFFECT OF MINERAL FILLER TYPE AND CONTENT
ON PROPERTIES OF ASPHALT CONCRETE MIXES

Eng.Noor M. Asmael
(Assis.Lecturer / HWY and
Transportation Department
Al-Mustansiriyah University )

ABSTRACT

Some of the newly constructed highway pavements in Irag have shown premature
failures with consequential negative impacts on both roadway safety and economy.
Major types of these failures are permanent deformation (rutting) and cracking. Fillers
were suspected to be a major contributor to these failures. The objective of this study is
to evaluate the influence of new different fillers extracted from different local sources
on the performance of asphalt mixtures. The effect of filler type and content on the
failures potential of asphalt concrete as well as other mixes properties was investigated.
A detailed laboratory study is carried out by preparing asphalt mixtures specimens using
aggregate from Al-Taji quarry, (40-50) grade asphalt from dourah refinery and three
different types of fillers (Portland cement, Silica fume, and Fly ash) were tested in the
laboratory. Marshal Mix design was made using all types of fillers and different ratios
to evaluate the performance of different types and filler quantities in the asphalt
mixture. The mechanical properties of mixes were studied using indirect tensile
strength, creep and marshal tests. Three different tests temperature (15,30,45C°) were
employed in the indirect tensile test to investigate the susceptibility of these mixes to
change in temperature. Results of this study indicate that replacement of Portland
cement by 9.8% of silica fume aggravates resistance of the mixes to rutting and
cracking. Furthermore, coal fly ash cannot be used as mineral filler in hot mix asphalt
paving applications.
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INTRODUCTION

Pavement systems in Iraq are exposed to a multitude of severe environmental factors,
mainly the heavy axle load applied on the road, the high traffic and the excessive high
temperature. Road usually show excessive failures at an early stage of the pavement
life. A major step in the improvement of the existing performance of roads starts with
modification of mix design. The filler plays a major role in the properties and behavior
of bituminous paving mixtures (llan Ishai, et al, 1980). The mechanical properties of
bituminous road pavement depend decisively upon the properties of its filler-bitumen
(S.Huschek,et al,1980). For modification of asphalt paving materials, the high quality
additives are quit expensive for the mass production of bituminous mixtures, a solution
to this problem can be obtained by considering the influence of natural mixture
ingredients, such as filler (llan Ishai, Joseph Craus, 1980). Mineral fillers were
originally added to dense-graded HMA paving mixtures to fill the voids in the aggregate
skeleton and to reduce the voids in the mixture (Brian D. Prowell, et al, 2005). Filler
used in the asphalt mixture are known to affect the mix design, specially the optimum
asphalt content. The term (filler) is often used loosely to designate a material with a
particle size distribution smaller than #200 sieve. The filler theory assumes that “the
filler serves to fill voids in the mineral aggregate and thereby create dense mix",
(I.Abdulwahhab, 1981). Filler particle are beneficial because of increased resistance to
displacement resulting from the large area of contact between particles. It was found
that fillers increase compactive effects required to compact specimens to the same
volume or air void content. This effect becomes more pronounced with increasing
concentration of fillers. An early study made by Clifford Richardson, concluded that the
role of the filler was more than void filling, implying that some sort of physical —
chemical interaction occurred. Increasing amount in excess of upper limits produced
pavements that cracked and checked while being rolled. In warm weather traffic tests,
the pavement with excessive filler showed more cracking and checking under load. The
cold weather tests showed no detrimental effects resulting from the excessive filler
(Ervin L. Dukatz, et al, 1980). It is believed that the filler had a dual role: a) a portion
participates in the particle to particle contact, and b) the rest floats in the asphalt,
forming a high consisting binder. High filler concentration introduced non_newtonian
flow behavior.(Ervin L. Dukatz, et al, 1980). The addition of filler to the mixture can
improve adhesion and cohesion substantially. The effect of the addition of filler is
directly related to their characteristics and the degree of concentration of the filler in the
bitumen-filler system. The addition of filler might benefit the reduction of hardening by
age and improve the property of flow at low temperature. The function of mineral filler
is essentially to stiffen the binder. A higher percentage of very fine filler may stiffen the
mixture excessively, making it difficult to work with and resulting in a crack susceptible
mixture. According to various studies, the properties of mineral filler especially the
material passing 0.075mm (No. 200) sieve (generally called P200 material) have a
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significant effect on the performance of asphalt paving mixtures in terms of permanent
deformation, fatigue cracking, and moisture susceptibility. ( Kandhal, et al ,1998)

OBJECTIVE OF THE STUDY
e To determine the effect of filler type and content on the mechanical properties of
asphalt concrete paving mixture.
e To study the effect of new material of mineral filler on the properties of asphalt
mixtures and compared it with traditional filler (Portland cement)

MATERIALS
The Materials used in this study are locally available and selected from the currently
used materials in road construction in Irag.
Asphalt Cement
One type of asphalt cement with penetration graded of (40-50) was used in this study; it
is obtained from Dourah refinery. The physical properties of this type of asphalt cement
are shown in Table (1).

Table (1): Physical Properties of Asphalt Cement.

Results
Test Unit ASTM D (40-50)

Penetration 25°C,100 gm , 5 sec. |

Absolute Viscosity at 60°C (*)
Kinematics' Viscosity at 135C (*)
| Ductility (25°C, 5 cm/min.) . |
Softening Point ( Ring & Ball )

| Specific Gravityat25°C (*) | ...... |
Flash Point

(*) The test was conducted in Dourah refinery

Adggregate
One type of crushed aggregate was used in this study, which was brought from Mix

plant of Amanat Baghdad. The source of this type of aggregate is Al-Taji quarry. The
physical properties of the aggregate are shown in Table (2). One nominal maximum size
(12.5) was selected with two selected aggregate gradations; these two gradations were
selected to compare the effect of restricted zone on the mix performance. Where G2
gradation is passing through the Superpave limitation control points and restricted zone,
while, the gradation G1 is located out of the Superpave restricted zone requirement.
Mixes design were prepared for heavy traffic level using the traditional Marshall
methodology. These gradations are shown in Figure (1) and presented in Table (3).
Three Selected Combined Gradations of Aggregate and Filler are shown in Table (4).
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Table (2): Physical Properties of Al-Taji Quarry Aggregate.

Property Coarse Fine Aggregate
Aggregate
Gl |[G2 Gl |G2

Bulk specific gravity ASTM C 128 | 2.52 2.53 2.6 2.61

Apparent specific gravity 2.525 |[2528 |2.632 |2.651
ASTM C127 and C128
Percent water absorption 0.54 0.55 0.62 0.933

ASTM C 127 and C 128

Table (3): Job Mix Formula's for Wearing Course of the Selected Gradation

I Sieve Percent Passing |

opening | Gradation Shape
(mm)

Control Point Max

A Control Point Min

=== Restricted zone Max

=== Restricted zone Min

—— G2

6 8 10 12 14 16 18

Sieve Gradation

Figure (1) Gradation of Wearing Course for two selected gradation.
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Table (4) Selected Combined Gradations of Aggregate and Filler

Percent Filler
Sieve 5.8% (C) | 7.8% (B) | 9.8% (A)
Size Percent Passing
(mm) Gradation Shape
Gl G2 Gl G2 Gl G2
19 100 100 100 100 100 100
12.5 94 91 94 91 9 91
9.5 85 79 85 79 85 79
4,74 70 57 70 57 70 57
2.75 42 43.4 42 43.4 42 43.4
1.18 29 34 29 34 29 34
0.6 20.2 27 20.2 27 20.2 27
0.3 14.4 16 14.4 16 144 16
0.15 11.6 12.2 11.6 12.2 11.6 12.2
0.075 5.8 5.8 7.8 7.8 9.8 9.8

Mix Composition
Asphalt| 475% | 455% | 475% | 455% | 475% | 4.55%
Gmm of Mix when Silica Fume is used

Gmm | 24082 | 24044 | 2406 | 24023 | 2404 | 24
Gmm of Mix when Fly Ash is used
Gmm | 2314 | 23105 | 228 | 2278 | 22498 | 2.2462
Gmm of Mix when Portland Cement is used
Gmm | 24339 | 24301 | 24409 | 2437 | 2449 | 2445

Mineral Filler

It has long been recognized that the filler plays a major role in behavior of the asphalt
mixtures. The importance of fillers in asphalt mixtures has been studied extensively. In
this study three types of fillers (Portland cement, silica fume, and fly ash) has been
used, which is obtained from the different local sources. The physical properties of
different fillers are shown in Table (5).

Table (5): Physical Properties of Mineral Fillers.

Property Portland cement | Silica fume | Fly Ash
Specific Gravity 3.12 2.5 1.41
% Passing sieve N0.200 ASTM C117 90 90 90

Characterization of the Mineral Filler

Fillers fill voids between coarse aggregates in the mixture and alter properties of the
binder, (Yong-Rak Kim et al ,2003). Mineral filler increase the stiffness of the asphalt
mortar matrix, improving the rutting resistance of pavements. Mineral filler also help
reduce the amount of asphalt drain down in the mix during construction which improve
durability of the mix by maintain the amount of asphalt initially used in the mix. The
addition of fillers is known to stiffen asphalt. The degree of stiffening is a function of
several filler and asphalt properties, which are not well understood (Naga Shashidhar?,
Pedro Romero® 1998). The fillers used in this study are:
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Portland cement

Portland cement is essentially a calcium silicate cement, which is produced by firing to
partial fusion, at a temperature of approximately 1500C°,(John Newman, Ban Seng
Choo, 2003).

Fly Ash

Since the first edition of Fly Ash Facts for Highway Engineers is in 1986. Fly ash is the
finely divided residue that results from the combustion of pulverized coal. It can be used
as cost-effective mineral filler in hot mix asphalt (HMA) paving applications. Where
available locally, fly ash may cost less than other mineral fillers. Also, due to the lower
specific gravity of fly ash, similar performance is obtained using less material by
weight, further reducing the material cost of HMA.,(American coal ash association,
2003).

Silica Fume

Silica fume is a by-product resulting from the reduction of high purity quartz with coal
in electric arc furnaces in the manufacture of silicon and ferrosilicon alloys.

Silica fume is an ultra-fine powder consisting of nearly spherical particles around 100
times smaller than a grain of cement. A size distribution of silica fume, relative to
portland cement and fly ash, is shown in the following Figure(2), (Prof.Zongjin
Li,2007).

100 &

80 (—

60 —

40 |- ASTM Typel
Portiand
Cement

3 Typical
N High-Calcium
\) ‘\/Fly Ash

Cumulative Mass, % Finer

Tord IS o
100 20 10 2 1 o2 ol 002 OcC
Equivalent Sphericol Diameter, Microns

Figure Comparison of particle size distributions of portland cement, fly ashes,
and condensed silica fume.

Figure(2), Size Distribution of Silica Fume, Fly Ash, and Portland Cement.
Preparation of Mix Design
In the work reported in this paper a series of minus No. 200 (75 m) mineral fillers were
used to prepare and characterize hot-mix asphalt concrete. The same mix design
methods that are commonly used for hot mix asphalt paving mixtures are also
applicable to mixes in which different filler is used. The percentage of filler to be
incorporated into the design mix is the three percentage (5.8%, 7.8%, 9.8%), denoted as
C, B, A respectively, to determine which percentage satisfy all the required design
criteria. The mix proportions and aggregate gradation for the asphalt mixtures tested are
shown in Table( 3) and Table (4). During the mixing in the laboratory, it is noticed that
the mixtures with fly ash became so stiff that it could not be mixed by hand, and silica
fume shows good dispersion throughout the mixture.
Testing Procedures
Indirect Tensile (IDT) Strength Test
The indirect tensile test was developed to determine the tensile properties of cylindrical
concrete and asphalt concrete specimens through the application of a compression load
along a diametrical plane through two opposite loading heads. This type of loading
produces a relatively uniform stress acting perpendicular to the applied load plane,
causing the specimen to fail by splitting along the loaded plane, (Ahmed, et al , 2006).
Test specimens 2.5 inches thick and 4 inches diameter were compacted and then tested
using curved steel loading strips 0.5 inch wide. The maximum load carried by the
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specimen was found, and the indirect tensile stress at failure was determined and
presented.

Static Creep Test

The Static Creep test method is used to determine the resistance to permanent
deformation of HMA at temperatures and loads similar to those experienced in the field.
Measured creep properties include strain_time relationship and stiffness. According to
TxDOT, the main disadvantage of this test is that the results do not seem to be
repeatable. The main advantage of this test is that it can be performed within a day and
test results reasonably predict the field performance (Rajpal Sugandh, et al, 2007).

Test Result and Discussion

Effect of Mineral Fillers on the Volumetric Properties of HMA

The HMA specimens were prepared in the laboratory; it were tested in the laboratory to
determine the properties of asphalt concrete mixtures, such as, Marshall properties
(bulk density, air voids, voids filled with asphalt, voids in mineral aggregate), to
evaluate their effect on the HMA behavior. Figures (3,4,5) shows that the relations
between filler content and Marshall properties is typical to common trend in asphalt
content mixes. It can be seen from Figures, that these volumetric properties are checked
against the requirements. For silica fume and Portland cement, all the requirements are
satisfied. For the silica fume, increasing the filler content increased the air voids. This
abnormal effect may be due to the stiffening of the mixture by silica fume. It can be
seen from Figures, that the volumetric properties of fly ash filler shows, that VTM,
VMA values are higher if compared with Marshall properties values and lower VFA
values. The specific gravity of fly ash is low, therefore, a given weight percentage of fly
ash will usually occupy a greater volume than that of a conventional filler material.

100 4.50
For G1 For G1
30 = — 4.00
60 3.50 :
——=VMA 44 —+—Density , \
—|=VFA 5 —B—VTM \
B —- 2.50 _ =
0 ' ' 2.00 : ,
>8 78 9.8 5.8 . 7.8 9.8
Filler Content% Filler Content%
For G2 4.50 For G2 100
4.00 80 o —— L
3.50 60
—— Dengjtyy \ —o—VMA a0
—8-VTM, 50 \!'_"‘! —m-VFA 20 _ _
2.00 : : 0 | .
58 78 98 5.8 7.8 9.8

Eiller Content%

Filler Content%

Figure (3) Effect of Portland Cement on volumetric properties.
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Figure (5) Effect of Fly Ash on volumetric properties.

EFFECT OF MINERAL FILLERS ON THE PERFORMANCE OF HMA
Filler content have a considerable effect on the mixture making it act as a much stiffer,
and thereby affect the HMA pavement performance including its fracture behavior. The
indirect tensile strength has been used to evaluate the mixture resistance to cracking. To
study the effect of varying test temperature on the quantity of mixture, three different
temperatures (15, 30 and 45C°) are used in the indirect tensile strength test. Figures
from (6) to (8) show the influence of mineral fillers on tensile strength at different test
temperatures. For filler type, from figure (8) shows that mixture with silica fume has the
highest tensile strength at all test temperatures. And it indicated higher value of
temperature susceptibility than other fillers, indicating that silica fume can be expected
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to provide excellent resistance to stripping. Figure (7) shows that mixtures with fly ash
have the lowest tensile strength. Amount in excess of filler content of fly ash produced
pavements that cracked and checked while being rolled. The failure in the tensile
strength is attributed to the many voids that weaken the cross-section. The success of
Portland cement as a filler was believed to be caused partly by its high specific gravity.
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Figure(6) Effect of Portland Cement on Tensile Strength for asphalt mixtures
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Figure(7) Effect of Fly Ash on Tensile Strength for asphalt mixtures
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Figure(8) Effect of Silica Fume on Tensile Strength for asphalt mixtures

The rheological properties of the material resulting from the incorporation of mineral
filler into mixture may differ substantially from those of the traditional mixture. The
creep test results, reported in Figures (9,10,11) and presented in the form of strain_time
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curves for various mixes. From Figures, it can be conclude, that fly ash had a very
significant effect on the creep properties of the asphalt concrete mixtures. At 5.8% and
7.8% percent, Portland cement have the less permanent strain when comparing with
silica fume, but when the percent is increased to 9.8%, the silica fume has the lowest
permanent strain.
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Figure(9) Strain-Time relationship for Cement filler in asphalt mixtures.
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Figure(10) Strain-Time relationship for Silica fume filler in asphalt mixtures.
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Figure(11) Strain-Time relationship for Fly ash filler in asphalt mixtures.
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CONCLUSIONS
Based on the experiment employed in this study, the following conclusions could be

made.

Fly ash has less workability and less tensile strength of asphalt concrete
mixtures when compared to other asphalt concrete mixes.

Silica fume and Portland cement have more workability and higher tensile
strength in asphalt concrete mixes.

The compaction effort required to achieve density increases as the concentration
of filler in asphalt concrete mixtures is increased.

The incorporation of fly ash filler in the mixture will always cause a significant
reduction in mixtures mechanical properties.

The percentage of fly ash filler to be incorporated into the mix design is the
lowest percentage that will enable the mix to satisfy all the required design
criteria.
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MODELING AND SIMULATION OF A BUCK CONVERTER
CONTROLLED A SENSORLESS DC SERIES MOTOR

Bassim M.H. Jassim & Tagreed M. Ali
University of Baghdad, college of Eng., electrical Eng. Dept.

ABSTRACT
This paper presents modeling and simulation of a speed sensorless control for dc series motor

driven by a buck converter through computation of the motor speed from converter output voltage
and current. The system model considers the nonlinearity of the series motor magnetization
characteristics including the variation of the field inductance with the motor current.
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KEY WORDS: DC series motor, speed control, sensorless.

List of Symbols:
e, - Motor generated voltage (or back emf).

f, :Converter switching frequency.

I, :Motor armature current.

i, :Converter inductor current.

i, :Converter output current.

K, : Controller proportional constant.

n : Motor speed.
n, : Motor speed corresponding to that of E versus I, curve.

N, -Motor reference speed.
T, :Developed torque.
v, :Motor armature voltage.
v, :Converter capacitor voltage.
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v, :Converter output voltage.

B :Friction coefficient.

C :Converter capacitance.

D : Duty ratio.

E, :Average motor generated voltage.

I, :Average armature current.

J :Moment of inertia.

Ka.® :Back emf and torque constant.
L : Converter inductance.

L, :Motor armature circuit inductance.

L, :Series field inductance

R, :Motor armature circuit resistance.

R, :Series field resistance

R, :Capacitor equivalent series resistance.
R, :Converter inductor internal resistance.
T, : Motor developed torque.

T. :Controller integral constant.

TI - Load torque.

—

: Switching time period

: Average motor armature voltage.
: Average capacitor voltage.

: Average converter output voltage.
, - Converter input voltage.

Ai, :Converter inductor current ripple.
w . Flux linkage in the field in Wb-turn.
@ : Flux in Wh.

S

a

c

0

< < < <

INTRODUCTION

DC series motor are extensively used in traction and application which required high starting
torque[Seen].Its speed can be controlled by varying the armature voltage using dc-dc converter
operated in high switching frequency to supply continuous armature current without significant
torque and speed ripple. There are many articles study the modeling of the dc series motor, some of
them like [Okoro 08] and [Soliman 95] ignores all the nonlinearity of the magnetization
characteristics while [Samir 98] take its effect on the back emf and the developed torque, but
consider the inductance of the series field is constant.

In much application the use of speed sensors like tachogenerator or shaft encoder will add a
significant cost and weight to the drive system. In this work, these adverse effects can be avoided
using a sensorless speed control. The first section of this work demonstrates the design, modeling
and simulation of the buck converter, while section two explains the dc series motor modeling and
simulatin.The speed computing unit , the PI controller will explained in section four and five
respectively. The system performance is evaluated using Matlab Simulink toolbox through
demonstrating the transient response of the motor speed and current due to step change in the
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desired speed, load torque, and the input voltage. The block diagram of the proposed system is
shown in Fig.1, where the output voltage of the buck converter is applied to the dc series motor.
The motor armature voltage and hence its speed is controlled by using a pulse width technique to
control the power MOSFET. The reference speed signal which represents the required motor speed
iIs compared with the actual speed which is computed from the measurement of the armature
voltage and current. Any disturbance in the motor load torque or converter input voltage or change
in the reference speed causes the PI controller to produce an adequate control signal which is then
compared with a constant frequency sawtooth waveform to adjust the duty ratio of the gate control
pulses to maintain the motor actual speed equal to the reference speed.

-The buck converter design, modeling and simulation:

The buck converter steady state output voltage depends linearly on the duty ratio D which is
defined as the ratio of the on duration to the switching time period. The converter output voltage is
given by:

V, = DV 0<Dc<1 )

a S

The buck converter modes of operation are explained in details by [Mohan 03].
The converter switching frequency is 20 KHz, and the input voltage is 240V.

Inductor design:

The inductor value depends on the admissible current ripple AiL which is given by the following
relation [Mohan 03]:

i =L _ b
AIL = L(Vs Va )f (2)

S

The continuous conduction mode of the converter is ensured by making the minimum output
current equal to the minimum permissible motor current which is taken to be 1A according to the

specifications of the used motor in this work. Therefore Ai, =2A is the maximum admissible
value. Solving eq. (2) for L yields:

-V,).DT
L — (\/S -a) S (3)
Al
Where: T, :fi
Substitute eq.(1) in eq.(3), gives:
V.1-D)DT
L Vsd=D)DT, 4)
Al
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Clearly the maximum value of the right hand side of eq. (4) occurs at D = 0.5, thus the value of the
inductor becomes:

V,.T,
= ®)
4A1,

Taking Ai, =2A , the value of the inductor will be 1.5mH .

Capacitor Design:
The output voltage ripple can be minimized by making the corner frequency f. of the output LC

filter suchthat f, << f,, also a rule of thumb of 300.f / A minimum at 20KHz is more realistic

when electrolytic capacitors are used[Chyrysis 89]; accordingly for the 8.2A rated armature current,
the capacitor selected to be 3300 f .

Converter Model:
The averaged state space equations for the buck converter are [Chrip 07]:

ol 1 .
EL:E(d'VS —-i,R -V, ) (6)
ov 1. .
<= (i, —i 7
ot C(L o) (7)
Vo :Vc +Resr (IL _io) (8)
Where:

d =1 When the switch is on.

d =0 When the switch is off.
The converter matlab-simulink is shown in Fig.2 where the converter is controlled using pulse
width modulation technique which its matlab-simulink is simply shown in Fig.3.

111-DC motor Modeling and Simulation:
The dc series motor is modeled by the equations below:

. i, o,
Va:eg+(Ra+Rf)'Ia+La'E+Lf'E (10)
Where:
e, = Ka.d(i,).n
Wi, +AiL)-P(i )
L, —a\Pz (i + f‘) (1) Where Ai, =0

_E Al

a

The torque balance equation is:
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on
T, =T, +B.n+J.E (11)

Where:
T, = Kad(,).i,

E, Versus I, and ¥, versus I, for the used motor are shown in table (1) [Sailendra 87].These

curves are interpolated with piecewise linear interpolation using the one dimension lookup tables of
the matlab simulink library. These curves and motor parameters shown in the appendix are used in
the matlab- simulink of the dc series motor as in Fig.4.

Table 1. Flux linkage (¥ ) and emf (E,) as a function of armature current

I, in A ¥, in Wb—turn E,inV at
n, =1600 rpm

0.0 0.0 5.0

1.0 0.115 22.25
2.0 0.28 35.0

3.0 0.415 525

4.0 0.54 67.0

5.0 0.665 79.0

6.0 0.76 88.5

7.0 0.82 95.5

8.0 0.88 102.0
9.0 0.94 106.5
10.0 0.99 108.5

IV- Speed Computing Unit, P1 controller, and Current Limiter:
Using eq.(10) in terms of the average values, the motor speed can be computed as:

_Va _(Ra +Rf)|a
n= (12)
Ka.o(l )

Ka.d(1,) is found from the one dimension lookup table (E, versus 1) after division the back emf

by the motor speed (n,) at which the motor back emf is measured. The output of this unit is passed

through a low pass filter to remove or reduce the noise. The simulink of this unit is built as shown
in Fig.5.
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Using transient performance specification [Basilio 02], P-1 controller is designed and tuned such
that its transfer function is given by:

1

Where: K, =1.1and T, =0.4Sec.

A current limiter is used to protect the system from the large starting and transient currents, which
can be damage the converter and possibly the motor. Fig.6 and Fig.7 represent the simulink of the
controller and the current limiter respectively.

V-Simulation Results:

Based on the system model, the motor parameters, and the converter parameters shown in
appendix, Simulink is used to simulate the system under consideration as shown in Fig.8. The
dynamic performance of the drive system is evaluated through step disturbances in the desired
speed, load torque, and converter input voltage.Fig.9 shows the transient response of the motor
speed and current due to step increase and decrease in the desired speed ( from 100 rad/sec to 200
rad/sec at t = 5 sec and from 200 rad/sec to 100 rad/sec at t =10sec), when the load torque is 2.5N.m
at rated converter input voltage. The motor attained its reference speed in about 2.5 sec. Fig.10
demonstrates the response due to step increase and decrease in the load torque (from 1.5 N.m to 3
N.m at t = 6sec and from 3 N.m to 1.5 N.m at t = 10sec), when the desired speed is 200 rad/sec at
rated converter input voltage. The speed is restored to the reference value within 1.5 sec.
Furthermore the system is tested by step decrease and increase in the converter input voltage as
shown in Fig.11 ( from 240V to 180V at t = 5sec and from 180V to 240V at t= 10 sec, when the
load torque is 2.5N.m and motor speed is 200 rad/ Sec.).The motor retained its reference speed
within 2 sec. The three figures clarify the soft start of the motor and the operation of the current
limiter.

VI-Conclusion:

A dc series motor fed from buck converter with sensorless speed control is simulated taking the
nonlinearity of the dc series motor in consideration and this will lead, to expected good coherency
between the simulation and practical results if the system is implemented. Speed computation unit
is used based on the measurement of the converter output voltage and current. The system
simulation shows the effectiveness of this speed unit with satisfactory operation of the PI controller
since the speed response has small overshoot, accepted rise time with nearly zero steady state error.
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APPENDIX:

The dc series motor used has the following specifications:

DC series motor, 110V, 8.2-A, 2300 rpm, 0.9 Kw

R, +R,; =2.32Q, L, =25mH, J =0.025Kg —m?, B =0.001N.m.sec/ rad.

The buck converter specifications are:
Input voltageV, =240V .

Output voltage V, =V, is adjustable according to required speed and load.

Output current!, =1,=8.2A.

L=1.5mH, with internal resistance R, =0.017€Q, C =3300.with R,, =0.05Q, switching
frequency f, = 20KHz.
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DERIVATION OF THE LORENTZ-EINSTEIN
TRANSFORMATION VIA ONE OBSERVER

O.M.AL-Kazalchi Faiz T. Omara
Electrical Department
College of Engineering
University of Baghdad
ABSTRACT:

Lorentz-Einstein transformation derived by Einstein in his theory of special
relativity. Physical laws and principles are invariant in all Galilean reference frames
under this transformation. The transformation in every day use in a host of contexts as
in free solution of the Dirac equation in the modern field of heavy ion in atomic
physics. Most books on theoretical physics and special theory of relativity and all
research papers have derived the Eorentz-Einstein transformation using various
propositions and employing two observers each located in Galilean system with relative
motion receding the same events in the space-time manifold. This paper derives
Lorentz-Einstein transformation by proposing just one observer using local coordinates
of two Galilean system with relative motion following the track of a spherical pulse of
light, which to our knowledge is not found in the literature.
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INTRODUCTION:

- Four-Dimensional Manifold.

An observer observing the positions in three-dimensional Euclidean space of certain
events records with reference to an orthogonal Cartesian system X of axes (X, y, z) or
(x'), i=l, 2, 3 the space coordinates. The observer using system of axes also measures
by means of synchronized clocks stationary in the system, the time " t " at which the
events occupying the observed positions thus an event is completely recorded by the
(x) , i=l, 2, 3, 4 where the x* denotes the variable time " t *, which is one-dimensional
continuum " The variable " t " is regarded to be independent not only of the space
variables (x'), i=l, 2, 3 but also of the possible motion of the space reference system"
[1]. |

It is possible to think of (x'), i=l, 2, 3, 4 as a point in Four-dimensional manifold,
which may be called the space -time manifold of four dimensions. The same observer
who is observing the same events will similarly be able to record these events in terms
of i=l, 2, 3, 4 with reference to another orthogonal Cartesian system of axes
where _is the variable time t measured by clocks stationary in the system
Therefore, (x') and mugBe uniquely related to each other, since both record the
same events in this fcyr-dimensi&\il manifol&zl)’

= —i
- The Fundamental Laws of Newtan?én Mechanics (x),

The first fundamental laws of mechanics as stipulated by Newton (which is so-
called the law of inertia) states that "a material body continues to be in its state of rest
or of uniform rectilinear motion unless it is acted by an external force" [2].

This law holds only in a special reference frames, which are known as "Galilean
system of reference (or inertial systems of reference)”. All systems of reference are
equivalent from point of view of mechanics, in any such system the three laws of
Newtonian mechanics hold and are invariant, that is the laws of mechanics have the
same form, which is called the "Galilean principle of relativity".

- GALILEAN TRANSFORMATION

Consider a Galilean system of reference X, and a second system — which is
moving with a constant velocity V with respect to the first system. )f‘aking the
space axes of the systems in such away that they are respectively parallel to one
another and oriented so that the x* and axes are parallel to the velocity V.
The formulas for the change of axes are:

Xt =xt+vxt (),
%2 — 32

%2 = x°? ...(1)
X*=x*

(xY),
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Where the origins of the two systems coincide at = x* =0
The set of equations (1) is called a "Galilean transformation ". This leads to the
invariance of Newton laws of mechanics in <, thus the system is a Galilean

system too, therefore the laws of inertia valid>?n X ifitis valid inX_
From (1) X
dx?! B dx?t v 5

di*  dx* ~(2)

Therefore the velocity of a particle is not invariant when transformed from X to
under Galilean transformation. Hence, certainly a statement of any law that depends on
the velocity relative to two Galilean systems, it will not be

formally invariance when transformed from one Galilean system to another Galilean
system. In particular the fundamental laws of electromagnetic are not invariant with
respect to Galilean transformation because these laws depend on the velocity of
propagation of light. To achieve the invariance of the fundamental laws of
electromagnetic as well as mechanics, it is necessary to abrogate the hypotheses that
the time is the same for all observer using Galilean systems independent of their
relative motion, that is the time " t " is not universal and each system has its own time.

- LORENTZ-EINSTEIN TRANSFORMATION

To resolve this crises in physics, in 1905, Einstein proposed two propositions:-
. physical laws and principles have invariant form in all Galilean systems.

o The speed of light in free space has the same constant value in all
Galilean systems. [3]

An observer employing the two reference frames X and  asxefined above finds
that a particle acted by no force, will describe a straight line in the X reference frame,
this means that its space coordinates (x'), i=l, 2, 3 referred to the X-system will be
linearly expressed in terms of the time x*. According to the first proposition of
Einstein, the same observer finds that the particle will also describe a straight line in

the  -system, consequently the space-time coordinate of are linear functions of
the space-time coordinates of X. Thus:

X' =alx) +ajx?

4 — %yl & atx? ... (3) (summation on j and I, j=1, 2, 3)

_ "
WheXe the a's are functions of the constant velocity V.

Now, the event x'=0, coincides with the event (%), i=l, 2, 3, 4.
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Since the relative motion is parallel to x* , the planes x*=0 and x> = 0 must

be identical.

Therefore:

a2 = a5 = a,2=0

Because the x*, _,axes in the direction of the velocity V, x* and x® cannot be involved
in the equations @F))gand X4, and therefore,

8.24 = 8.34:0

azl = 8.31:0

Thus,

Xt =aixt+aix* )

X% = aix”®

—3 3.3 ... (4

X% =alx |

x* =afx? +aix?

All directions normal to V are equivalent, hence % = a(v)x?
2

Where o is a function of v/But it is also true ©° = al—v)%?
Hence ..a(Vv)= a(-v)

For directions normal to V , the sign of V unimportant ... a(v)=1

Therefore

xt=alx*+alx* )

X% = x°

%3 — 3 | ... (5)
x*=ajx'+aix*

Put al = A, +aj = B,Ja% =Ea;=F

Then (5) becomes

Xt = Ax* + Bx*?

34 — Ex! + Fx?t ... (6)
Taking differentials to obtain

dx! = Adx* + Bdx*
dx* = Edx* + Fdx*

1
dxt AS}%+E
f = (D)
dx E%+F

Suppose that a spherical pulse of light sent out from the point P(x"), 1=1, 2, 3 of the
system X at the time x* Light travels with constant velocity in all directions
independent of the Galilean reference frame, [3, 4]. This means that:

dx? dx?
E =C and E =C
Substituting in the above relationship, then
AC+B
"~ EC+F
Or EC*+(F-A)C-B=0  ...(8)
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Now for a particle not in motion in the X-system, it has the velocity V in the

_ dx?
X — system, hence —

dxt

.~ Substituting in (7) then

dx*

=0, —=V

dx*

then (7)gives

....(10)

B
V=—- or B=EF ..(9
F
For the same reasons
dx* 0 dx* v
dg+ ' dxt
-AV+B=0 ..B=AV
From equations 8, 9 and 10
AV
F=A, E=—,
2

After substituting in (6), the result is

SR =AY +xY)
\'
Xt = A(xlc—z-l— x*)

But for the spherical pulse,

(dxl}E _ Cz(d}{ﬂl:}z — (di1)2 _ Cz(d}—{r;)z

.(11)

From (11) and (12), one may find that

1
LV
N C?

Hence (11) becomes

A=

gl = I% (x4 Vx*)

1
= — (x' +Vx*)

> ...(13)

J

.. (12)

Equation (13) is what so called the Lorentz-Einstein transformation's, 6].
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CONCLUSIONS:

This paper presents a method for driving the Lorentz-Einstein transformation by
proposing one observer following a track of a spherical pulse of light in two Galilean
reference frames in relative motion.
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HYDRODYNAMIC STUDIES OF BED EXPANSION IN
LIQUID SOLID FLUIDIZED BED

Sawsan A. M. Mohammed
Chemical Engineering Department — College of Engineering — University of Baghdad — Iraq

ABSTRACT

Expanded bed behavior was modeled by using the Richardson-Zaki correlation
between the superficial velocity of the feed stream and the void fraction of the bed at
moderate Reynolds number. The terminal velocity expression was developed by
introducing two empirical parameters, the effective diameter of the particles and an

exponent for the [(pp — p|)2 / o) /,q] term. The Richardson-Zaki exponent constant (n) was
found to vary with the density ratio (,op - P )/p, and diameter ratiod , /D . It was noted
that when the density ratio (pp -0 )/p, is less than one, there is no dense phase at the

bottom of the test section. However, for density ratio (pp -0 )/p, greater than unity,

there exists accelerating or dense regime at the bottom of the test section.
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INTRODUCTION

Fluidized beds find extensive applications in chemical process industries as they
provide large interfacial area, high degree of mixing, and temperature uniformity. In
particular, liquid-solid fluidization beds are increasingly used in chemical processes such
as fermentation, biological wastewater treatment, flow gas desulfurization, ore reduction
etc. Although fluidization can be achieved either by liquid or gas as fluidizing medium,
gas fluidized beds have gained more importance in scientific community due to its far
more applications. This is in spite of the fact that possible uses of liquid fluidization in
the mining industry were suggested as early as in 16™ century as a means of separating
solids of different sizes. Since the emergence of biosciences in the recent years and the
adaptability of liquid fluidized bed for various applications, the importance of solid-liquid
fluidized bed is receiving greater attention among scientists and researchers (Navaez et
al., 1996, Yang and Renken, 2003, Bo and Yan, 2003). In recent years, the applications
of liquid-solid fluidized beds are being extended for hydrometallurgy, food technology,
biochemical processing, etc. Scientific research concerns with reference the
hydrodynamic structure of liquid-particle, the equilibrium forces for fluid-particle
interactions and heat or mass transfer properties in fluidized beds. Fluidization quality is
closely related to the intrinsic properties of particles, e.g. particle density, particle size
and size distribution, and also their surface characteristics. The expansion characteristic
of solid particles in a liquid-solid fluidized bed is a function of superficial liquid velocity.
A quantitative relationship linking the bed expansion with these parameters is necessary
for a fundamental understanding of fluidization behavior and subsequent applications
(Richardson and Jeronimo, 1979).  The first important study of the forces acting on an
immersed body moving relative to a viscous fluid was made in 1851 by Stokes who
derived an equation for the viscous resistance to the motion of a single spherical particle
in an infinite fluid.

F=3ruVd, 1)

The terminal falling velocity V, of the particle is obtained by equating the viscous
drag as given by eq. (1), to the effective gravitational force.

37 uVid, =—2(p, - )0
Hence
2 p—
9 3o, =) ) for Rey<0.4
184,

In the flow region where Re, varies between 2 and 500, which has been called the
intermediate law, Lewis et al., 1952 defined the terminal velocity by the equation:
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B 0.153gO7d1'14(pp pl)o.n

t 0.29 043

P H

Wen and Yu, 1966 estimated the terminal velocity at moderate Reynolds number using
the following equation:

)22 TR
v |2 e, = p1)'s d ©) for 0.4< Rep <500
225  py

Expanded bed technology lacks understanding about its hydrodynamic behavior as
has been available for the conventional packed column technology. Therefore a method
to describe the behavior of the expanded bed incorporating the properties of particles and
feed stream should be provided.

MATHMATICAL APPROACH

There are two methods to describe the expanded bed behavior. One is the dimensional
analysis method, which has been successfully applied for the design of various fluid
processing equipments. The other is the Richardson-Zaki equation, which predicts a
linear correlation between logarithms of the superficial fluid velocity (V,) and the void

fraction of the bed ((1— ¢,) for fluidized bed by
logV, = nlog(1—¢, )+ logV, (4)

where ¢, and V,are the solid fraction of the expanded bed and the terminal settling
velocity of the particle at infinite dilution (¢S :0), respectively (Richardson and Zaki,

1954, Davidson and Keaims, 1978).
The superficial velocity V, is determined by dividing the volumetric flow rate of the

feed stream by the cross sectional area of the column.
The solid fraction ¢, of the expanded bed at height H can be obtained by

¢s = ¢O e (5)

whereg,, andH,, are the solid fraction and height of the bed at zero flow stream,
respectively. Combining egs. (5) and (4) results

H/H, = o/ - VoV, (6)

An attempt was made to correlate values of n and V, with the properties of particles
and feed streams.
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EXPERIMENTAL WORK

The schematic representation of experimental set-up is shown in Fig.1; it consists of a
glass column of 2.45 cm internal diameter and a height of 75 cm. The column was packed
with glass beads (0.4 — 0.6) mm in diameter, to a height of 8 cm. The fluidizing particles
are supported by a wire mesh fitted at the column bottom. The liquid from the storage
tank was pumped through a rotameter connected on the line. In order to change the
solution properties, tap water and glycerol solutions (10, 20 and 30 wt percent) were used
as feed streams. The viscosity of each glycerol solution was obtained by using a Fann V-
G meter and density was measured by a standard hydrometer. The height of the bed was
measured over a certain range of feed velocities.

L{ e

I
o)

Fig.1: Schematic diagram of the experimental set up (1.liquid reservoir, 2.pump,
3.flow meter, 4.test section)

Another set of experiments were made using a variety of solid particles with tap water
to estimate the effect of density ratio ((,op -p /p,) and diameter ratio (dp/D) on the

Richadson-Zaki exponent constant (n). The solids used and therein characteristics are
given in Table 1.

Table 1: Solid particles used and their characteristics

Particles used d,, mm p, . kgim® Vinf, M/s
Glass beads 0.4-0.6 2250 0.0018
Perspex beads 0.5-2 1600 0.0051
Porcelain 1.3 2100 0.0094
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PVC beads 2.1 1750 0.0137
Activated carbon 1.8 1350 0.0058
Silica gel 1.5-2 1900 0.0124
Sand 0.66 2600 0.0039

The minimum fluidized velocity for the solid materials (V) had been estimated using
the following equation (Ramaswamy, 2008):

dp(p —
V. LN(%.?)Z +0.0408—~" lp 0 — A ) _337 )
dplOI

H

RESULTS AND DISCUSSION
Modification of the terminal velocity expression using the Richardson-Zaki
correlation:

The effects of superficial velocity (V,) of the feed stream on the bed expansion
(H/H, ) were measured. The bed expansion factor was limited below 3 as recommended
by Reichent et al., 2001, for proper performance of expanded beds.

A dimensional analysis can be performed for the expansion of the bed. The bed
expansion (H/H, ) can be expressed as a function of various operating conditions, such

as the fluid velocity V, particle diameterd ;, solution viscosity 4 , and fluid density p,,
by the following equation
H/H, = £(v.d,. 11, ) (8)

Dimensional analysis of eq. (8) propose that the bed expansion may be represented by
eq. (9) using the particle Reynolds number (Re, =d_ Vp, /1) as a single combined
parameter incorporating various operating conditions.

H/H, =g(Re,) 9)

Fig.2 shows the bed expansion as a function of particle Reynolds number, the
expansion of the bed becomes greater as the solution viscosity increases at a fixed flow
rate of the feed stream. The average diameter of the particles was used to calculate
Re , values.
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2.5 4
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o
I 15
I
1 —e— 0% glycerol
—8— 10% glycerol
0.5 1 —aA— 20% glycerol
—8— 30% glycerol
0 T T T T 1

0 10 20 30 40 50
Rep

Fig.2 Bed expansion of the bed as a function of Reynolds number.

Although Coulson et al., 1991, provided (;zﬁS )0 , values for spherical particles of various
sizes, (g, ), value for the bed was measured as follows. In the column the particles were
settled in distilled water. The water contained inside the void fraction of the sedimented
bed was drained off. The volume of the drained water was measured and divided by that
of the total sedimented bed to determine the void fraction,& of the bed. Finally,
(, ), value determined by 1- & was 0.85.

Fig. 3 shows the Richardson — Zaki plots for the experimental data in Fig.2. All the

lines in Fig.3 have approximately the same slope (n) values with different intercepts. The
average value of the slopes, n,y, was 1.66.

-0.5 -04 -0.3 -0.2 -0.1 0
T T T T O

logV, /
/ {15
& 0% glycerol
) B 10% glycerol
A 20% glycerol 7 -2

® 30% glycerol

-2.5

log (1-¢,)

Fig.3 Richardson-Zaki plots for the bed expansion
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The terminal velocity may be evaluated from bed expansion data by extrapolation at
¢, equals zero. Table 2 lists values of n and V,in glycerol solutions along with their

density and viscosity values.

Table 2. Physical properties of glycerol solutions at 20°C and the parameter values
of Richardson-Zaki correlation.

Glycerol (wt %) Density, kg/m® | Viscosity, mPa.s n V,, m/s
0 1000.0 1.005 1.513 0.1675
10 1022.1 1.310 1.56 0.1265
20 1046.9 1.760 1.60 0.0925
30 1072.7 2.500 1.97 0.0721

Eq. (3) implies that logV, values can be linearly correlated with Iog[(,op —p,)z/p,,ul]

values. Fig. 4 shows that this is true. A modified expression for the terminal velocity is
developed from the linear correlation in Fig.4 as follows

Q9p—ﬁ%)2

logV, =0.386 Iog{ Py
1771

}—3.261 (10)

Comparing egs. (10) and (3) enables the introduction of two empirical parameters, the
effective particle diameter,d,, and an exponent, a, to modify the terminal velocity

expression as in the following general equation
4g*V(lp-n)" Y
V, = P d 11
t [ 225j [ pe ( )
1

PiH
273 IPRY
logV, =log {4&} d,, + a log {M:I (12)

Wl

or

225 3 il
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04 y =0.3861x - 3.2612
logV, 06 4
-0.8 -
*
-1 4
L J
-1.2
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Fig.4 Linear correlation between logV, values determined from Richardson-Zaki
plots with Iog[(,op -p )Z/p,/,q] values.

By comparing egs. (10) and (12), values of d .and a are calculated to be 0.458 mm

and 1.158, respectively. It is very reasonable that the effective diameter is close to the
diameter of the smallest particles used, since the smallest particles would be at the top of
the expanded bed, and therefore should be used as a basis in modeling the behavior of the
expanded bed.

Fig. 5 demonstrates that the calculated bed expansion, (H/H,) ca using the

modified expression eq. (10) and eq. (6) are in good agreement with experimentally
measured values of the bed expansion (H/H, ) exp. In this case the n values of eq. (6) are

replaced by the average, n,, of n values, the slopes of the linear plots in Fig. 3 for all
glycerol solutions.
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2.5 1

27 & 0% glycerin

(H/Hg)cal. B 10% glycerin
15 A 20% glycerin
' ® 30% glycerin

1 15 2 25 3
(HHy)exp.

Fig.5 Comparison of the bed expansion calculated using the modified terminal
velocity expression, (H/Ho) ca, With those of experimentally determined values,
(H/HO) exp-

EFFECT OF DENSITY RATIO AND DIAMETER RATIO ON THE
RICHARDSON- ZAKI EXPONENT CONSTANT (N):
The effect of density ratio on the values of n is shown in Fig. 6. The exponent n

decreases with an increasing density ratio as long as the value of (pp -0 )/p, is less than

unity. In the case the ratio is unity, the exponent value is also unity. For the case where
(pp -0 )/ p, Is greater than unity, the decreasing trend in exponent value reverses i.e.

increasing. In a similar manner, the variation of exponent n has been plotted against
particle to column diameter ratio (dp/D) in Fig. 7. The exponent was found to decrease

with increasing particle to column diameter ratio for both the cases when (pp -0 )/p, <1
and (p, - p, )/ p, >1.

=[]
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Fig. 6 Exponent variation with relative density to fluid density ratio

3.5 1
L 4
3 4
2.5 1
c
2 4
15 - = (p,—n)/p>1
o (pp—n)/m<t
1 T T T T )

0.00E+00 2.00E-05 4.00E-05 6.00E-05 8.00E-05 1.00E-04
dy/D

Fig. 7 Exponent variation with particle to bed diameter ratio.

It was noted that when the density ratio (pp -0 )/ 0, 1S less than one, there is no dense
phase at the bottom of the test section. However, for density ratio (pp -0 )/ 0, greater
than unity, there exists accelerating or dense regime at the bottom of the test section.

5407



Number 3 Volume 16 September 2010 Journal of Engineering

CONCLUSION

e The expression of the Richardson- Zaki correlation in combination with the
modified Wen and Yu expression for terminal velocity, developed in this
study, can be successfully used to model the behavior of expanded beds at
moderate Reynolds number.

e For beds composed of particles of mixed sizes it is observed that the smallest
particles collect near the top. The same result was obtained by McCune and
Wilhelm, 1949 and Lewis and Bowerman, 1952.

e The Richardson-Zaki exponent constant n varies with (pp -0 )/ o)

andd /D . These variations have been found to be of two types, namely,

(po—p1)/ A <tand (p, - o)/ p >1.

e It was observed that for the case of high density particles, there was a
considerable height of dense phase at the bottom of the test section. In the
case of lower density particles, no dense phase was noted at the bottom of the
test section. The reason of this type of behavior can be explained as follows:
for heavy solid particles, the gravitational force is more predominant and
particles have to accelerate so as to reach the fully developed regime since the
contribution of drag is obtained by the gravitational component on particles.
For lesser density particles, the buoyancy force is more predominant as
compared to the gravitational force, so, the particles soon reach the fully
developed regime with smooth and homogeneous type of fluidization. The
same behavior was observed by Rao, 2005.

NOMENCLATURE
Particle diameter (m)

Effective particle diameter (m)

Column diameter (m)

Drag force (N)

Acceleration due to gravity (m/s?)
Height of the expanded bed (m)

Height of bed at zero flow stream (m)
Richardson- Zaki exponent constant (—)
Particle Reynolds number (—)

Particle velocity (m/s)
Particle minimum fluidization velocity (m/s)

Superficial velocity (m/s)
Particle terminal velocity (m/s)

b=}

=}
®

o

S T T T1TQg a o

P
@

<< <<

-
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Greek letters

Density of fluid (kg/m°)

P

p,  Density of particle (kg/m®)

M, Dynamic viscosity of fluid (kg/m.s)

P, Solid fraction of the expanded bed (—)

P, Solid fraction of the bed at zero flow stream (—)
£ Void fraction of the bed (—)
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REMOVAL OF COPPER IONS FROM WASTE WATER BY
ADSORPTION WITH MODIFIED AND UNMODIFIED
SUNFLOWER STALKS

Besma Ismael Hussein
Chemical Engineering Department, College of Engineering, University of Baghdad

ABSTRACT
Unmodified and modified sunflower stalks were examined for adsorption as a replacement of
expensive activated carbon which has been recognized as a highly effective adsorbent for the
removal of heavy metal-ion.
Two modes of operation were used, batch mode and fixed bed mode. In batch experiment the
effect of sunflower stalk doses (2,3,4,5 and 6g/L) with constant initial copper concentration of 100
mg/L and constant particle size less than1.18 mm was studied.
Batch kinetics experiments showed that the adsorption rate of copper ion by sunflower stalks
was rapid and reached equilibrium within 60 min. Adsorption models Freundlich, Langmuir and
Freundlich-Langmuir were fitted to experimental data and the goodness of their fit for adsorption
was compared. In the fixed bed isothermal adsorption column, the effect of particle size (1.18-2.36,
2.36-4.75 and 4.75-9.00) mm, influent flow rate (2,4and 6) L/hr, bed depth (25, 30 and 35) cm and
initial metal concentration (100 and 150) mg/L was studied. In addition, the modification of
sunflower stalks could enhance their natural capacity. Sunflower stalks were modified by activation
with nitric acid. The results of this study show that sunflower stalk, both modified and unmodified,
is an efficient adsorbent for the removal of copper from waste water. Percent removal of copper
reaches 100% when particle size (2.36-4.75)mm ,bed depth 35 cm and influent flow rate 4 L/hr.
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INTRODUCTION

The idea of using various agricultural products and byproducts for the removal of heavy
metals from solution has been investigated by number of authors. Friedman and Waiss, (1972),
Radalletal et al. (1974) and Henderson et al.(1977) have investigated the efficiency of number of
different organic waste materials as sorbents for heavy metals. The obvious advantages of this
method compared to other are lower cost involved when organic waste materials are used.
Activated carbon adsorption appears to be a particularly competitive and effective process for the
removal of heavy metals at trace quantities (Huang and Blankenship, 1984). However, the use of
activated carbon is not suitable for developing countries because of its high cost (Panday et al.,
1985).For that reason, the uses of low cost materials as possible media for metal removal from
wastewater have been highlighted. These materials range from industrial products such rubber tyres
(Knocke and Hempill (1981))., industrial wastes and some natural material including agricultural
product and by-product as mentioned earlier.

Sunflower stalks have reasonable maximum adsorption capacities (Sun and Shi, 1998).
Residues, which are mainly ligno-cellulosic materials, can inherently adsorb waste chemicals such
as dyes and cations in water due to the Coulombic interaction between the two substrates and
physical absorption. They are renewable agricultural wastes available abundantly at no or low cost.
Disposal of the agricultural biomasses in California and many states is the major obstacle to the
sustainable agriculture and environment utilization of the biomasses has been studied extensively
and some alternatives have been developed. Among many new technologies, utilizing plant residues
as adsorbents for the removal of toxic chemicals in waste water is a prominent technology (McKay
et al.,1987; EI-Geundi, 1991).which have proven relatively strong Coulombic adsorption to cations
such as organic bases as well as intrinsic adsorption to other materials such as acidic and anionic
compounds (Sun and Xu, 1997). Sunflower stalks have relatively large surface areas that can
provide intrinsic adsorptive sites to many substrates. On the basis of the structural analysis of the
sunflower stalks, it was expected that the adsorbents should be able to remove cationic metal ions as
well

The adsorbents are usually used in the fixed bed process because of the ease of operation.
To design and operate a fixed bed adsorption process successfully, the column dynamics must be
understood, that is the breakthrough curves under specific operating conditions must be predictable
(Markovska and Meshkoco, 2001). The location of the breakpoint and the shape of the
breakthrough curve (degree of concavity) are influenced by many parameters pertaining to the
nature of the adsorption equilibrium isotherm and the mass transfer rate (Basheer and Najjar, 1996).

This paper presents a study on adsorption of copper ions on sunflower stalks as adsorbent.
Contact time and adsorbent surface area were identified preliminarily as the most important
variables that affect the adsorption of copper ions.

EXPERIMENTAL WORK
Materials:
Adsorbent
All of the used sun flower stalks were analytical grade, purchased and applied without further

purification. The fibrous part was removed, crushed in a mill, washed with de-ionized water and air-
dried. Then it was sieved to different sizes and activated with 2% (v/v) nitric acid for 24 hr and
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washed with deionized water. The air dried adsorbent was divided into two parts, one part was
modified and the other left unmodified.

The Sunflower stalks were sieved to produce a particle size of 1.18-2.36, 2.36-4.75and
4.75-9.00 mm.

Adsorbate
Copper sulfate (CuSO4.5H,0) solution was used as adsorbate.

EXPERIMENTAL

Batch Experiments

Batch experiments were used to obtain the equilibrium isotherm curves and then the
equilibrium data. In batch mode the effect of sunflower stalks weight on adsorption process and
equilibrium isotherm experiments were studied.

All experiments were carried out at 25C° 1 ,rpm 120 and PH 4.2 because It was found that
the adsorption of copper remains almost unchanged regardless of any change in the temperature and
the maximum adsorption start at pH 4.2 (Sun and Shi, 1998) . Five 1 L flasks were used for
experiments conducted with an initial copper concentration of 100 mg/L, sun flower stalks dosage
was used for 2, 3, 4, 5 and 6 g/L. Samples were collected and tested. A metal ion that was lost from
the solution was assumed to be adsorbed onto the adsorbents. Data obtained from batch tests fitted
to Freundlich, Langmuir and Freundlich-Langmuir adsorption isotherm equations as shown in
figures.

Fixed Bed Column Experiments

Column experiments were carried out for various particle sizes (dp), flow rates (Q), bed
depths (H), initial metal concentrations (C,) and the nature of the adsorbate to measure the
breakthrough curves for the systems.

The fixed bed adsorber studies were carried out in Q.V.F. glass column of 8.75cm 1.D. and
50 cm in height. The sun flower stalks was confined in the column by fine mesh at the bottom to
avoid loss the adsorbent. The influent solution was introduced to the column through a small water
distributor to ensure a uniform distribution of influent through the adsorbent, fixed at the top of the
column,

The schematic representation of experimental equipment is shown in Fig 1.
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Fig. 1, Schematic representation of experimental equipment

RESULTS AND DISCUTION:
Batch Experiments:

Adsorption Isotherms:
Adsorption isotherm studies were performed to obtain equilibrium isotherm curves and data

required for the design and operation of fixed bed adsorber. The adsorption isotherm curves were
obtained by plotting the weight of the solute adsorbed per unit weight of the adsorbent (ge) against
the equilibrium concentration of the solute (ce). Fig. 2 shows the adsorption isotherm curve for
adsorption of copper on unmodified sun flower stalks at 25 C°

The obtained data was correlated with Langmuir, Freundlich and Langmuir-Freundlich

models. The Langmuir model describing adsorption showed in eq. (1)

& _ ablg
m 1+alyg 1)
Eq. (2) described the Freundlich adsorption model):
1Y
= _ n

M a

Combination of Langmuir-Freundlich Isotherm Model, i.e. the Sips model for single
component adsorption presented by eq.(3) (Sips, 1984) .

5 qu_.:fn
(3)

Qe = T 1L
®  1mc,

The parameters for each model obtained from non-linear statistical fit of the equation to the
experimental data. All parameters with their correlation coefficients are summarized in Table 1.

5414



Number 3 Volume 16 September 2010 Journal of Engineering

From the statistical analysis “Excel program” it was found that adsorption of metal by sun
flower stalks could be well described by the three isotherm models. The correlation coefficients
were in the range of (0.983 -0.999 %) for initial copper concentration 100 mg/l. The correlation
coefficient value was higher for Langmuir-Freundlich than other correlations. This indicates that the
Langmuir-Freundlich isotherm is clearly the better fitting isotherm to the experimental data.

Effect of Mass of Unmodified Sunflower Stalks on the Adsorption Process:

The effect of mass of unmodified sun flower stalks on adsorption of copper at constant
adsorbate concentration was studied for the purpose of determining the best adsorbent mass that
will bring a best removal. The results of the dependence of copper on the mass of unmodified sun
flower stalks of size 1.18-2.35 mm at 25 C° is shown in Figs. 3and4. These figures represent the
plotting concentration of copper with time and the percentage removal of copper against the mass of
unmodified sunflower stalks.

The percent removal of copper increases with increasing weight of sunflower stalks up to a
certain value, depending on adsorption sites. These figures can clearly show that the increase in the
percent removal of copper is due to the greater availability of adsorption sites or surface area of
adsorbent. An identical trend was observed by other investigations ((Sun and Xu, 1997; Maruf et
al., 2006)

Table 1, Isotherm Parameters for Copper Adsorption onto Unmodified Sun Flower Stalks
with the Correlation Coefficient.

Model Parameters Values
Lanamuir a, L/mg 0.0077
O g b, mglg 142.8
Correlation coefficient (R?) | 0.983
. K, L/g 1.6
(Fzr)eundllch ~ 12136
Correlation coefficient (R%) | 0.99
Om, Mg/g 196.79
b, mg/g 0,0057
Combination of Langmuir-Freundlich n, 1.03
@)
Correlation coefficient (R%) | 0.999

FIXED BED EXPERIMENTS:

Effect of Volumetric Flow Rate

In a design of fixed bed adsorption column, the contact time is the most significant variable
and therefore the bed depth and the metal solution flow rate are the major design parameters
(Markovska, 2001). The effect of varying volumetric flow rate was investigated at constant
concentration 100 ppm and particle size 2.35-4.75 mm and bed depth 30 cm and the breakthrough
curves are presented in Fig.5. It is obvious that increasing the flow rate decreases the volume
treated. This is due to decreasing contact time between the metal and the adsorbent at higher flow
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rate. Increasing the flow rate may be expected to make reduction of the surface film. Therefore, this
will decrease the resistance to mass transfer and increase the mass transfer rate. But, according to
Fig.5, the mass transfer rate decreases with increasing the flow rate .This is because the reduction
in the surface film is due to the disturbance created when the film of the bed increased resulting of
easy passage of the adsorbate molecules through the particles and entering easily to the voids. The
easy entering of molecules decreased contact time between metal and sunflower stalks at high flow
rate. These results agree with those obtained by Kim et al.(2003a)and Maruf et al.(2006).

Effect of Bed Depth:

The effect of bed depth was investigated for copper adsorption on sun flower stalks. The
experimental breakthrough curves are presented in Fig. 6. The breakthrough curve was obtained for
different bed depth of sun flower stalks at constant flow rate (4 I/h), constant particle size (2.35-
4.75) mm and constant copper concentration (100 ppm). It is clear that the increase in bed depth
increases the breakthrough time and the residence time of the solute in the column, due to the
availability greater surface area (Malkoc and Nugoglu, 2006).

Thus, the residence time in the column is more important than fluid velocity in improving
removal efficiency.

Effect of Particle Size:

In case of using an adsorbent particles of much smaller size, that will eliminate inter particle
mass transfer resistance. This means that the rate determining step is diffusion through film around
each particle. The experimental breakthrough curves are presented in Fig. 7 were obtained for
different particle size (1.18-2.36, 2.36-4.75 and 4.75-9.00 mm) at constant initial concentration of
copper (100 ppm), bed depth of sun flower stalks (30 cm) and constant flow rate (4 I/h). The
experimental results showed that fine particle sizes (1.18-2.36 mm) gave a higher metal removal
than others particle sizes. This was due to large surface area of fine particles.

Effect of initial copper concentration:

The initial copper concentration of the influent is important since a given mass of adsorbent
can only adsorb a fixed amount of metal. Therefore, the more concentrated an influent, the smaller
is the volume of effluent that a fixed mass of adsorbent can purify. So, experiments were under
taken to study the effect of varying the initial metal concentration on the rate of metal adsorption
and they are presented in Fig. 8. The effect of the initial concentration in the inlet flow is one of the
limitation factors and a main process parameter. Increasing the inlet concentration increases the
slope of the breakthrough curve and makes it much steeper, reducing the volume of the effluent
treated and reducing the throughput until breakthrough. This may be caused by saturation of
adsorbent more quickly with high concentration, thereby decreasing the breakthrough time .Since
the rate of diffusion is controlled by the concentration gradient, it takes a longer contact time to
reach saturation for the case of low value of initial solute concentration. Wastewater treatment is
limited by the breakthrough point or the dynamics of reaching that point. These systems have a
small time delay with higher concentrations in the inlet, so the metal solutions have to be diluted
before separation for better removal. The same conclusion was obtained by Markovska, 2001 and
Maruf et.al, 2006.

Effect of Modification of Adsorbate:

Sunflower stalk is an environmental pollutant has been found to be a good adsorbent for the
removal of Cu (1) ions from aqueous solutions. The modification of the adsorbent by nitric acid has
been shown to enhance the adsorption capacity as illustrated in Fig.9.

The high binding capacities of cationic species on the adsorbents are mainly the results of
columbic interactions (Weixing et al., 1998). Although sunflower stalks showed to be effective
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adsorbent for a wide range of solutes, particularly divalent metals cations, crop residues suffer from
at least two major drawback: low exchange or sorption capacity, and poor physical stability (i.e.
partial solubility) (Laszlo and Dintzis, 1994). In order to overcome these problems, chemical
modification and/or activation of the raw adsorbents are required.

CONCLUSIONS:

Unmodified and modified Sun flower stalks were effective in adsorbing copper from
wastewater.

In batch experiment the percent removal of copper increases (70 -80 %) with increasing in
sunflower stalks dose (2 - 6 g/l).

Batch kinetics experiments showed that equilibrium time was about 60 min with mechanical
mixing 120 rpm, initial concentration 100 ppm and adsorbent weight 4 gm/I.

The isotherm models (Langmiur, Freundlich and Langmiur- Freundlich) gave good fitting
for the adsorption capacity of sunflower stalks versus equilibrium concentration of copper
ions. The correlation coefficients (R?) obtained from Excel program for these models were
in the range of 98.3- 99.9% but the Langmiur- Freundlich model gave the best fitting for
adsorption capacity.

In fixed bed experiment, the percent removal of copper increases with increasing contact
time (reducing the flow rate), adsorbent surface area, and bed height.

Modification of the sun flower stalks by nitric acid enhances the adsorption capacity to some
extent.

NOMENCLATURE:
a Langmiur constant (L/mg)
b Langmiur constant (mg/g)
C concentration of solute in solution at any time (mg/l)
Ce concentration of solute in solution at equilibrium (mg/l)
Co initial concentration of adsorbate (mg/l)
k Freundlich equilibrium constant indicative of adsorption capacity
m mass of solute adsorbent (g)
m Freundlich constant indicative of adsorption intensity
H bed depth (m)
Q flow rate (I/h)
Qe amount of metal ion adsorbed at equilibrium (mg/qg)
R correlation coefficient
t time (min)
X mass of solute adsorbed (mg)
dp particle size (mm)
gm maximum amount of metal ion adsorbed at equilibrium (mg/g)
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Fig. 2, Adsorption isotherm for Copper onto Sunflower Stalks (C,=100mg/L, Temp.=25C°,
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REMOVAL OF KEROSENE FROM WASTE WATER USING
IRAQI BENTONITE
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ABSTRACT

The aim of the present research is to study the potentiality of Iragi bentonite as adsorbent
for removing of kerosene from wastewater. Also the capacity of bentonite for kerosene removal
was compared to the activated carbon capacity. The sorption of kerosene onto bentonite and AC.
were described by two well — known adsorption isotherm models namely Langmuir and Freundlich
models. It was found that the Freundlich model can fit very well the equilibrium isotherm
adsorption of kerosene onto bentonite and AC. Batch experiments were carried out to study the
effect of adsorption of kerosene onto bentonite using various conditions such as initial
concentrations of kerosene ( 100-500 ) mg/L, agitation speeds (125, 250, 500, 800) RPM, and
weights of bentonite ( 0.05, 0.5,1.1 ) gm, particle sizes (0.5- 0.6) mm, and temperature 303 k .
It was found that the best results for removing kerosene onto bentonite were obtained at C,=500
mg/L, RPM =800. Activated carbon was used as powder and granular of particle sizes ranged (1-
1.18) mm and (0.5-0.6) mm. The results indicated that the activated carbon was more active than
bentonite for removing of kerosene from wastewater

KEYWORDS:
Bentonite; activated carbon; kerosene; adsorption
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INTRODUCTION:

Numerous standards and regulations were adopted for discharge of oily waste water into
surface water or sewage systems. These regulations may vary from country to another, and even
within a country itself. Environment Canada (1976b) established a discharge limit for oil and grease
of 15 mg/L at federal establishment. In Iraq (Iraqi Specification 1967) the allowable oil and grease
concentration for discharge into water is 10 mg/L

Oils that are found in contaminated water can be grouped into four categories (Patterson,1975):
(Dlight hydrocarbons including light fuels such as gasoline, kerosene and jet fuel; (2)heavy
hydrocarbons; (3)lubricants and cutting fluid; and (4)fats that are found in both plants and animals.
The aqueous effluents from industrial, municipal and petroleum refineries contain different
pollutants including oil, furfural, phenolic compounds, sulfides, suspended solids, toxic metals,
ammonia and biochemical oxygen demand. Methods of removal of those pollutants generally
involve biological degradation, chemical oxidation, physical stripping and adsorption process
(Prather, 1970). Adsorption techniques are widely used in the field of removing small quantities of
pollutant present in the large volume of fluid, which can be carried out in batch wise or continuous
manner of operation (Rao, 1994) Many factors may affect the decision of choosing an adsorbent for
removal of oil from water, these are: (1) economical factor (cost of the adsorbent); (2) abundance
and availability of the adsorbent, and (3) effectiveness of the adsorbent in removing a particular
pollutant. The removal of organic material by adsorption using activated carbon or polymers is an
effective treatment technique. Although, activated carbon is a preferred adsorbent, its wide spread
uses are restricted due to its high cost and expends much of its capacity in removal of incidental
constituents (Dentel et al.,1995). Therefore many studies are directed in finding an efficient and
economical sorbent. Clay (bentonite) can be considered as an alternative adsorbent due to its
effectiveness in removing certain organic compounds from water and its abundance, availability,
and low cost (Baker & Luh, 1971).

Numerous quantitative empirical mathematical expressions, called isotherms, have been
developed to describe sorption. The two most common sorption models are the Langmuir and
Freundlich isotherms (Sulaymon, A. H. and Ahmed K. W., 2008).

The Langmuir model is based on the assumption that a single monolayer of sorbate
accumulate at the solid surface. As the concentration of the sorbate is increased in the
liquid phase, proportionately more of the sorbent surface is covered with the sorbate. The equation
that describes Langmuir system is the

_X_ab Ce 1
9e =1y “1+bCe @)

The Langmuir equation may be transformed to a linear expression by inverting Equation (1)
and separating variables:

Ce_1  Ce )

e ab a

The empirical coefficients (a) and (b) may be obtained by plotting Ce/ge as a function of Ce.
Using linear regression, the slope = 1/a and the y- intercept = 1/ (ab) can be obtained. (Richard,
1997).

The Freundlich model is characterized by sorption that continues as the concentration of

sorbate increases in the aqueous phase. The mass of material sorbate is proportional to the
aqueous phase concentration at low sorbed concentrations and decreases as the sorbate
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accumulates on the sorbent surface. Sorption then continues with increasing aqueous phase sorbate
concentrations, but to a diminishing degree. The Freundlich isotherm is quantified by:

X 1/
The coefficients "Kg" and "n™ may be determined by plotting experimental data on log —log paper.
Alternatively, Equation (3) can be transformed logarithmically:

In ge=1In KF+% In Ce (4)

Logarithmic transformations of experimental data may then be plotted on arithmetic paper
as Inge as afunction of InC,; through linear regression, Kg=10""*P' and  1/n = slope
can be found. ( Richard, 1997)

EXPRIMENTAL PROCEDURES:
Materials:

e Adsorbate:

Kerosene is obtained by atmospheric distillation of crude oil and consists mainly of
normal and branched chain alkanes, cycloalkanes, alkyl benzenes and alkyl naphthalene's
(Ellison et al., 1999). Aliphatic hydrocarbons are the primary components (80%) ranging
from Cq to Cy6. Aromatic hydrocarbon makes up about 20% of the components and consists
mainly of single- ring compounds such as alkyl benzene. The kerosene used in this study was
supplied by "AL-Dora Refinery "; it was distilled at range (180-270) °C.

e Adsorbent:

Bentonite:

bentonite used in this study was an Iragi bentonite (Calcium base). It was supplied by
"State Company of Geological Survey and Mining" as pecieses of rocks. These rocks were
destructed by a crusher (type: Jaw Crusher — BBI Restch) to granules different sizes, and then
sieved using sieves (type: Restch, Germany) to produce granules of sizes (0.5-0.6) mm. The
granules were grained to powder (0.074-0.088) mm by grainder (type: National MK — 51N).
The granules of bentonite were dried at 100 °C for 30 min before used.

Activated carbon (AC.):

Granulated activated carbon (GAC) was supplied by "Unicarbo, Italians”. The
physical properties were measured by Oil Research and Development Center-Ministry of Oil
and were coincided with that supplied by the manufacture. The granulated activated carbon
(GAC) was crushed, sieved into (0.5- 0.6) mm, (1-1.18) mm, and then grained to powder
(0.074-0.088) mm by a grainder (type: National MK — 51N). The require sieve fraction was
removed and washed by distilled water to remove fines from the crushed GAC. The GAC was
placed in a clean beaker filled with distilled water. Then it was stirred with a glass rod and
allowed to settle. After allowing the GAC particles to settle for (5) minutes, the supernatant
was poured off and new distilled water was added. This process was repeated until the
supernatant was clear. The wet GAC was dried in an oven that was maintained at (100) °C for
(24) hours, after which the GAC was kept in a desiccators for experimental use.
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e Solvent:
Iso-propyl alcohol [CH3),CHOH] was used as a solvent for kerosene in water. It's
molecular weight is (60.1) g/g mol.

Equilibrium isotherm experiment:

Batch studies were adopted to obtain the equilibrium data. Solutions were prepared
containing the desired solute (kerosene) concentration of 100, 200, 300, 400, and 500 mg/L. 100 ml
of each prepared solution were placed in nine bottles each of 250 ml volume. Adsorbent of 0.05,
0.1, 0.2, 0.3, 0.5, 0.75, 0.9, 1, and 1.1 gm were placed in nine individual bottles, each sample of
them should be gathered with another sample containing the same quantity of adsorbent solution
(adsorbent and distilled water) as a blank. The bottles were then placed on a shaker (Type:
B.BRAUN) and agitated continuously for 30 hours at 30 °C. Ten ml from each sample was taken
and mixed with 10 ml of iso-propyl alcohol (extra pure) as co- solvent (Bastow et al., 1997) and the
mixture was shaked by shaker (type: Stuart scientific, Auto vortex SA6, UK) for (1.5) min,and then
filtered by filter paper (type: Whatman 542, England).

The equilibrium concentrations were measured by means of UV- spectrophotometer (Type:
GENESYS™ 10 series spectrophotometers, thermo). At that point the concentration was in
equilibrium. The adsorbed amount is calculated using the following equation:

qe - VL (Co—Ce)
m

(5)

The adsorption isotherms curves were obtained by plotting the weight of solute adsorbed
per unit weight of adsorbent (ge) against the equilibrium concentration of kerosene in the
solution (C¢) (Crittenden& Weber, 1978). All batch experiments were conducted at constant
temperature 30 °C.

Swelling test experiment:

The swelling of bentonite clay in water and kerosene was measured. One gm of powderd
bentonite was gradually added in small portions to 50 ml of water and the same quantity of
bentonite was added to 50 ml of kerosene contained in a 100 ml graduated  cylinder,
without stirring .

After (24) hours at room temperature, the volume of the column of clay was measured,
after which the content was stirred with a glass rod and allowed to stand for another (24) hours.
The swelling was then recorded in both water and kerosene.

Analytical technique:
The UV — technique was used to measure the concentration of kerosene in a single
system.

The optimal wavelength of kerosene was found to be 298 nm, using a Shemadzu model
UV-160A ultraviolet / visible spectrophotometer, The concentration of the individual single
component solute were determined using UV spectrophotometer directly from the calibration
curve, figuer (1).
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CALIBRATION CURVE
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Fig. (1) Calibration curve for kerosene system

RESULTS & DISCUSSION:

Batch isotherm studies of bentonite:

The data collected from adsorption isotherm experiments were subjected to non — linear
estimation using the two well — known adsorption isotherms commonly adopted in the field of
environmental engineering (Langmuir and Freundlich isotherm). The non — linear estimation was
performed on a statistical package "AXCEL for Windows". The adsorption isotherms of kerosene
onto bentonite of concentrations 100, 200, 300, 400, and 500 mg/L, agitation speed (RPM=250),
and particle size 0.5- 0.6 mm at 30 °C are shown in figure (2).

Plotting Ce/ge versus Ce to obtain the value of constants in Langmuir model (a and b). These
values were obtained from the slop and intercept of the lines, and tabulated in table (1).

Plotting In ge versus In Ce to obtain the value of constants of the Freundlich model (K¢ and
1/n). These values were obtained from the slop and intercept of the lines, and tabulated in table (1).

Particl size(0.5-0.6)mm, RPM=250, V| =100 ml

0.09 1

0.08 A

0.07 A

0.06 A

0.05 A

0.04 A

qe (mg/mg)

—&— Co=500 mg/L
—&8— Co=400 mg/L
—a&— Co= 300 mg/L
—»— Co=200 mg/L
—S— Co=100 mg/L

0.03 A

0.02 +

0.01 A

o 50 100 150 200 250 300 350 400 450 500
Ce (mg/L)

Fig (2) Adsorption of kerosene onto bentonite at different initial
Concentrations
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Table (1) Regression equations of (Langmuir and Freundlich) isotherm models for various
initial concentrations of kerosene and bentonite.

Initial Isotherm _ ) )
) Equation of regression R
Concentration model
Langmuir | % = (0.1084)(0.0070)Ce 0.9921
m 1+0.0070Ce
Co, =500 mg/L
X
Freundlich — =0.0065 cg /23872 0.9936
m
Langmuir X (0.1008)(0.0065)Ce 0.9947
m 1+ 0.0065Ce
Co =400 mg/L
Freundlich % —0.0029 Ce 174 0.9952
Langmuir x _ (0.0714)0.0094)Ce 0.9858
m 1+0.0094Ce
Co =300 mg/L
Freundlich % — 0.0040 Ce /20325 0.9895
x__(0.0606)(0.0103)Ce
Langmuir m 1+ 0.0103Ce 0.9775
Co =200 mg/L
X
Freundlich — =0.0024 ce!/*840 0.9955
m
Langmuir x _ (0.0305)0.0357)Ce 0.9933
m 1+0.0357Ce
Co, =100 mg/L
Freundlich % —0.0028 Ce V21000 0.9935

It is clear from figure (2) and table (1) that:

e The equilibrium isotherm for each initial concentrations of kerosene is of favorable type
(figure 1), for being convex upward and the amount adsorbed is proportional to the
concentration in the fluid.

e The results of regression equations obtained for various initial concentrations of kerosene
are presented in table (1). Higher values of correlation coefficient it were observed in
Freundlich model for initial concentrations of 100, 200, 300, 400, and 500 mg/L.

e The sorption capacity of bentonite for various kerosene initial concentrations varied from
(0.0082) to (0.0852) mg of kerosene per mg bentonite table (2). The average kerosene
sorption capacity of bentonite was the highest for initial concentration of 500 mg/L and the
lowest for initial concentration of 100 mg/L.
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Table (2) Experimental kerosene sorption capacity values (x/m) of bentonite for various
kerosene initial concentrations, Co

Kerosene initial mg kerosene sorbed per mg bentonite, X

concentration m
Range Mean
Co =500 mg/L 0.0384 - 0.0852 0.0608
Co, =400 mg/L 0.0304 - 0.0722 0.0503
Co =300 mg/L 0.0227 - 0.0534 0.0369
Co =200 mg/L 0.0153 - 0.0402 0.0265
C, =100 mg/L 0.0082 - 0.0232 0.0152

Batch kinetic studies of bentonite:

The plots of kerosene concentrations versus time for kerosene emulsion (C, = 500 mg/L)
used in this study and bentonite of 0.05, 0.5, and 1.1 gm are presented in figure (3). Based on this
plot, an equilibrium time of 4 hours were chosen for kerosene, (based on 1.1 gm). It is notable that
the kerosene concentrations decreased sharply at the beginning of adsorption indicating a rapid
sorption rate(this is due to high surface area available for sorption at the beginning of the process),
and then the decreased gradually, indicating a slow sorption rate.

L 4
L 2

V| =100ml

Partical size(0.5-0.6)mm, Co=500mg/L, RPM=250,

Kerosene Conc.(mg/L)
s
o

100

L 2
*

& o
\ g

o
g —@

—— (0.05)gm bentonite

—8— (0.50)gm bentonite
—4— (1.10)gm bentonite

— 8 s B

0 1 2

3 4

Time (h)

5 6 7

8

Fig.(3)Equilibrium times for the sorption of kerosene by various quantities of bentonite

The plots of kerosene concentrations at equilibrium Ce versus quantities of bentonite for
various kerosene initial concentrations Of 100, 200, 300, 400, 500 mg/L, RPM= 250 are presented
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in figure (4). As shown in this figure (4), when the quantity of bentonite is higher than 1.1 gm, the
kerosene removal will not be increased due to reaching the equilibrium state.

Partical size(0.5-0.6)mm,RPM=250, V| =100m|

600 1
500 5
400
-
£ 300 —e— Co=500 mg/L
- —8— Co=400 mg/L
8 —a— Co=300 mg/L
200 —— Co=200 mg/L

—6— Co=100 mg/L

100 ‘M
S O

0 0.2 0.4 0.6 0.8 1 1.2
Bentonite (gm)

Fig. (4) Kerosene removal by bentonite for various initial concentrations

Effect of agitation speeds of bentonite:

The typical concentration decay curves of kerosene in batch experiments at different
agitation speeds are shown in figure (5). It is observed that with increasing agitation speed, the
kerosene concentration decreased.

Bentonite=1.1gm, Partical size(0.5-0.6)mm,
600 1 Co=500mg/L, V =100mlI

500

400 +

300 1 —e— RPM=125

—8— RPM=250
—a&— RPM=500

Kerosene Conc.(mg/L)

200 1 —— RPM=800
100 1
0
0 2 4 6 8 10

Time (h)

Fig.(5) Concentration — time decay curves for kerosene onto bentonite in batch process at
different agitation speeds

Swelling tests of bentonite:
Figure (6) shows the swelling of the bentonite. The bentonite showed high swelling values
in water with and without mixing (i.e. 4 and 6.5 ml/gm, respectively), and a low 1.5 ml/gm swelling
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=

value in kerosene (with and without mixing). No significant increase was found when the swelling
was recorded after 48 hours and after mixing. This test emphasized that bentonite was posed
hydrophilic nature more than organophilic nature.

Swelling tests

6.5

water kerosene

| O Swelling without stirring  ® Swelling after stirring |

Fig. (6) Swelling values with and without stirring

Batch isotherm studies of activated carbon:

The adsorption isotherm of kerosene onto activated carbon of C,= (500) mg/L, agitation
speed RPM= 800, powdered and granular of size activated carbon (0.5-0.6) and (1-1.18) mm, at 30
°C is shown in figure (7).

Co=500mg/L, RPM=800, V, =100ml
0.5 1
0.45
0.4 A
0.35 1
S 0.3 -
E
(=] o
50.25
o 0.2 1
[on
0.15 4
0.1 - —e&— A.C.=(Powder)
—8— A.C.=(0.5-0.6)mm
0.05 1 —&— A.C.=(1-1.18)mm
0]
0 50 100 150 200 250 300 350 400
Ce (mg/L)

Fig. (7) Adsorption of kerosene onto activated carbon at different particle sizes.

The values of empirical constants for two models (Langmuir and Freundlich) were similarly
as for bentonite, and are presented in table (3).
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Table (3) Regression equations of (Langmuir and Freundlich) isotherm model for various
particle sizes of activated carbon.

Particle size (mm) | Isotherm model Equation of regression R?
x  (0.0940)0.0006)Ce
i —= 0. 1536
(powder) Langmuir m_ 1+0.0006Ce
Freundlich X
~ =0.0020 Ce 10146 0.9748
m
x (3.0618)0.0004 )Ce
Langmuir = ( )( )C 0.1581
(+0.5, -0.6) m 1+0.0004Ce
Freundlich X
~ =0.0014 ce V10188 0.9817
m
_ X (3.3134)(0.0003)Ce 0.0604
(+1,-1.18) Langmuir 1 1 =14 0.0003Ce |
Freundlich
X _0.0011 ce™®= | 0.9634
m

It is clear from above figures (7) and table (3) that:

e The equilibrium isotherm for various particle sizes of activated carbon is of favorable type,
figure (7).

e The results of regression equations obtained for various particle sizes of activated carbon are
presented in table (3). Higher value of correlation coefficient indicated that the Freundlich
model was valid isotherm for all particle sizes.

e The sorption capacity of activated carbon for various particle sizes varied from
(0.0417) to (0.4358) mg of kerosene per mg activated carbon, (table 4). The average
kerosene sorption capacity of activated carbon was the highest for the powder and the
lowest for particle size(1-1.18) mm. As shown in table (4), it is notable that as the particle

size of activated carbon decreases, the sorption capacity increases due to the increase of
surface area.
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Table (4) Experimental kerosene sorption capacity values (x/m) of activated carbon for
various particle sizes.

o mg kerosene sorbed per mg activated carbon, x/m
Particle size(mm)

Range Mean
(1-1.18) 0.0417 to 0.321 0.1318
(0.5-0.6) 0.0423 to 0.3646 0.1401
(powder) 0.0431 to 0.4358 0.1566

e The results indicated that as the particle size of activated carbon decreased the kerosene removal
efficiencies increased, at certain constant agitation speed and weight of adsorbent .The plot of
kerosene concentration at equilibrium C, versus quantities of activated carbon for various
particle sizes is presented in figure (8). It is of interest to note that the kerosene concentration at
equilibrium Ce decreased very sharply at lower quantities of A.C. (up to 0.3 gm), and then the
decrease became gradual.

600 Co=500mg/L, RPM=800, V =100ml|

500

D
o
o

Ce (mg/L)
w
o
o

N
o
o

—o— A.C.=(Powder)
—8— A.C.=(+0.5,-0.6)mm
—A— A.C.=(+1,-1.18)mm

100

) 4

0

0 0.2 0.4 0.8 1 1.2

0.6
A.C.(gm)

Fig. (8) Kerosene removal by activated carbon for various
Particle sizes

Batch isotherm studies of bentonite and activated carbon:
The adsorption isotherm of kerosene onto bentonite and activated carbon of Co = (500) mg/L,
agitation speed RPM = 800, particle size (0.5-0.6) mm at 30 °C is shown in figure (9).
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Partical size(0.5-0.6)mm, Co=500mg/L, RPM=800,
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£
g 0.2 1
& 0.15 1
0.1
0.05 - —e— Activated carbon
) —B— Bentonite
0 : : : : .
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Fig. (9) Adsorption of kerosene onto bentonite and activated carbon

The values of empirical constants for two models (Langmuir and Freundlich) were
calculated by the same previous manner, their values were tabulated in table (5).

Table (5) Regression equation of (Langmuir and Freundlich) isotherm model for bentonite
and activated carbon

Adsorbent Isotherm model Equation regression R®
. _ X _ (0.2128)(0.0034)C, 0.9737
Angmer m  1+0.0034C, |
Bentonite
Freundlich X 20,0033 C° | 0.9087
m
o X _(30618)(0.0004)C, |
ot m  1+0.0004C, |
A.C.
Freundlich X —0.0024 G101 0.9817
m

It is clear from above figure (9) and table (5) that:

e The equilibrium isotherm for bentonite and activated carbon are of favorable type and nearly
follow the same behavior, figure (9).
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e Freundlich model was the most valid isotherm for bentonite and activated carbon.

e The sorption capacity of bentonite varied from 0.0398 to 0.1334 mg of kerosene per mg
bentonite, and sorption capacity of activated carbon varied from 0.0423 to 0.3646 mg of
kerosene per mg activated carbon, table (6). The average kerosene sorption capacity of activated
carbon was the highest and the lowest for bentonite.

Table (6) Experimental kerosene sorption capacity values (x/m) of bentonite and activated

carbon
mg kerosene sorbed per mg (bentonite or A.C.), (x/m)
Adsorbent
Rang Mean
Bentonite 0.0398 t0 0.1334 0.0780
A.C. 0.0423 to 0.3646 0.1401

The kerosene removal efficiencies obtained at the equilibrium time (4 h) for bentonite and
activated carbon are presented in table (7)

Table (7) Kerosene removal efficiencies for bentonite and activated carbon

Adsorbent Co (mg/L) Ce (mg/L) Kerosene removal %
Bentonite 500 61.9 87.6
A.C. 500 34.1 93.1

The plot of kerosene concentration at equilibrium Ce versus quantities of adsorbent (bentonite
or A.C.) is presented in figure (10). At the lower adsorbent mass (lower than 0.3 gm) the kerosene
concentration decreased more sharply for activated carbon than bentonite, and then the decrease
became gradual for both.

Partical size(0.5-0.6)mm, Co=500mg/L, RPM=800,

V. =100ml
600 1

500

—e&— Bentonite
—8— A.C.

0 0.2 0.4 0.6 0.8 1 1.2
(Bentonite or A.C.)gm

Fig. (10) Kerosene removal by bentonite and activated carbon
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CONCLUTIONS:

e The equilibrium isotherm for removal of kerosene onto bentonite at various initial
concentrations was of favorable type. The correlation coefficient shows that Freundlich
equation fits the experimental data more than Langmuir equation.

e The sorption rate of bentonite increased with increasing initial concentration of kerosene.

e The batch results of kinetic studies of bentonite showed that the equilibrium time was four
hours.

e |t was found that increasing the mass of bentonite will increase the percentage of kerosene
removal until (1.1) gm of bentonite for the given conditions [particle size= (0.5-0.6) mm,
Co=500mg/L, RPM=250, V| =100ml] due to the system reaches equilibrium state.

e The percentage of kerosene removal increased with increasing the agitation speed. The best
removal is 87.4% for RPM = 800.

e The swelling of bentonite in water was more than its swelling in kerosene, which insure that
bentonite is a hydrophilic substance.

e The equilibrium isotherm for adsorption kerosene onto activated carbon for various particle
sizes was of favorable type. The correlation coefficient shows that Freundlich equation fits
the experimental data more than Langmuir equation.

e The sorption capacity of activated carbon increased with decreasing particle size, because of
increasing the surface area with decreasing the particle sizes.

e For a given conditions the sorption capacity and efficiency of activated carbon were higher
than sorption capacity and efficiency of bentonite, Which means that the activated carbon
was more active for removal of kerosene from waste water than bentonite. The activated
carbon is non- selective for this purpose because the oil can blind the pore space of activated
carbon during operation as well as it is a costly material. Therefore bentonite can be
considered as alternative adsorbent.

e At the beginning of adsorption, the kerosene concentration decreased more sharply for
activated carbon than bentonite, and then the decrease became gradual, indicating a higher
sorption rate for activated carbon than bentonite.
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NOMENCLATURE:

a

b
Ce
Kk
m
n

Qe
X

Empirical constant (mg/mg)

Saturation coefficient (L/mg)

Concentration of contaminant remaining in solution at equilibrium (mg/L)
Freundlich equilibrium constant indicative of adsorptive capacity, (mg/mg)
Mass of sorbent (mg)

Freundlich constant indicative of adsorption intensity,(mg/L)

Contaminant concentration sorbed on the solid(mg/mg)

Mass of material sorbed on the solid phase (mg)
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SIMULATION OF SULFUR DIOXIDE REMOVAL
FROM A GAS STREAM
IN AFLUIDIZED-BED REACTOR

Nibras M. Abdulrasol Waleed M. S, Kadhem
Department of Environmental Engineering
College of Engineering,Baghdad Universty

ABSTRACT

The object of this work is to model and simulate a fluidized bed desulfurization
reactor by coupling a reactor kinetic model with a fluidized bed model based on
two -phase theory(bubbling-bed model) proposed by Kunni and
Levenspiel(1968).This model is useful for analysis of a reaction involving gas and
solid. It generates the conversion data with respect to reaction time of both reacting
gas and solids in a continuous flow(for both gas and solids) in fluidized bed. The
flue gas or stack gas from a combustor which normally contains sulfur dioxide
mixed with excess air is used as the fluidizing gas with calcium oxide as the
fluidized solids . Calcium oxide is quite capable of reacting with SO,to effect its

removal from the gas phase according to the exothermic reaction :
1
Ca0(5)+ SOz(g)+§ OZ(g) — > CaSO4(S) + Hea.t

The effects of the solid feed rate, SO2 concentration in the flue gas, bed height, bed
diameter, particle size, fluidizing velocity and operating temperature on the extent
of conversion of both gas and solid were investigated, for a fixed feed rate of flue
gas and SOzconcentration (50.000 cm®/sec ,3-5% by volume)at temperature range
of (950-1000°C)and pressure 1 atm.
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INTRODUCTION

Sulfur dioxide, SOz originating from many sources, is a pollutant can result from
the burning of coal, oils, and gases; refining of Petroleum; smelting of ores
containing sulfur, manufacture of sulfuric acid? paper,and pulp mills. It is
produced by volcanoes and in various industrial processes. During the manufacture
of sulfuric acid by rather the old chamber process or the newer contact process,
some sulfur dioxide is emitted to the atmosphere ©.

The amount of this pollutant depends upon the size, type of plant and the
efficiency of conversion of sulfur dioxide to sulfur trioxide .

Almost every sulfur dioxide control system in operation or under construction
for full-scale utility or industrial boilers involves systems that produce a
"throwaway" or disposable waste form of sulfur rather than a recovered product for
sale. Most of these throwaway systems used direct lime or limestone a few others
involve sodium-based sulfur dioxide absorption®®.Oxidation of SO, usually in the
presence of acatalyst such as (VO, ), form(H,SO, ),and thus acid rain.

Although a wide range of toxic gases and fumes can be released in accidents in
chemical plants or stores, there are several gases and vapors which are commonaly
encountered in many pollution situation, including contaminated land waste
disposal and fuel combustion. It is interesting to note that the most hazardous of
these, when judged by the concentration causing toxicity, is sulfur dioxide®. Sulfur
dioxide has the following four adverse effects:

i.  Toxicity to humans.

ii.  Acidification of lakes and surface waters.
iii.  Damage to trees and crops.
iv.  Damage to buildings).

Fluidization and Fluidized-Bed Reactors

The fluidized bed is one of the best known contacting methods used in the
processing industry, for instance in oil refinery plants. Among its chief advantages
are that the particles are well mixed leading to low temperature gradients, they are
suitable for both small and large scale operations and they allow continuous
processing. The fluid used to fluidize the solid particles can be either liquid or gas.
Gas-solid fluidization is considered. A one-parameter model, termed the bubbling-
bed model, is described by Kunii and Levenspiel (1991). It is used to calculate the
hydrodynamic parameters. The one parameter is the size of bubbles. This model
endeavors to account for different bubble velocities and the different flow patterns
of fluid and solid that result.Compared with the two-region model, the Kunii-
levenspiel (KL) model introduces two additional regions. The model establishes
expressions for the distribution of the fluidized bed and of the solid particles in the
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various regions. These, together with expressions for coefficients for the exchange
of gas between pairs of regions, form the hydrodynamic + mass transfer basis for a
reactor model.

Simulation Procedure

The following assumptions were made in the simulation :

The reactor is under steady state operation.
The lime particles are of uniform size and are completely mixed in the bed.
3.No elutriation of particles occurs.
Following these assumptions,an iterative computational algorithm was set
up.The calculation procedure is described below and to start the computation
a set of input data is required . These are as follows:
o Mean particles size(0.1,0.075,0.05,0.025 cm).
o Bed diameter range(50,75,100,150,200,250,300 cm).
o Bed height range(50,75,100,125 cm).
o Temperature of flue gase entering reactor (750,850,950,1000 °C)
accordingly the viscosity as a function of temperature is determined
(6), a nomograph to determine absolute viscosity of gas as a function
of temperature). Table (1) gives the viscosity as a function of
temperature.

Table (1) viscosity as a function of temperature

Temp. (°C) 750 | 800 | 850 | 900 | 950 | 1000
Viscosi .
'Scos'tz(l%rﬂ/ cmse) | 45 |47 | 49 | 5 | 52 | 54

To (referans temperature) =273 K, P=1 atm, Mwt.CaO =56 gm/mol ,Mwt. of
inlet gas mixture(fluidizing gas) =30.75 gm/mol
consists mainly of SO2=5% and air 95%(20%excess) as reactants..
Mass flow rate of CaO (280,560, 840,1120 gm/sec).
Density of solid CaO(7) =2.8 gm/cm®.
=0.5 gy =04, *

* =980 gm/sec?,

9- Density of fluidizing gas = (M.wt. p)/(RT)

The sequence of steps of calculations are as follows:

- The minimum fluidization velocity, u

is evaluated by Ergun equation as:

mf !

2 +150(1_‘9mf )/ug T g(ps—pg)ESmdp -0 (1)
175p, d, 175p,
- Determine Re and calculate u, through equations:
d p,u
Rep:m (2)
Hg
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(ps — Py )gd p2

u, = for Re 0.4 2.2
t 18‘Ug p < ( )
0.5
3 _
T ale. o) for0.4< Re,<500 2.b)
Py
3.1g(p, — 2
ut:{ ol. pg)dp} for 500 < Re , < 2x10° 2.0)
Py

- Predication of u,(i,e. u,= factor x u )the factor is between (3-6).
- Calculate d , by equation (3):

d,=0.00376x (u, —u,, )? (3)
- Substitute d , in equation (4) to calculateu,, .
U, =0.711 (g d,)" (4)

- Calculate u, by equation (5):

Up =Ug-Upye + Uy, (%)
- The bed fraction of bubble phase , &, is determined by equation (6),
7,=0.0055, @ =0.3, D, =2.6x10*cm?sec

§:(Uo_umf)/ U, (6)
- Calculate m, by equation (7):
m, =(6 7, )((1- 64 )(1-6)) (7)

- Calculate y, by equation (8).

y.= (1-emf) (M+ a] ®
Uy, —Upy /gmf
- Calculate m, by equation (9).
m.= (0 Y IM(1-&y5) (1...-9)) 9)
- Calculate y, by equation (10).
Ve= (-6 ) =6 )D6)+ (1p+7c) (10)
- Calculate M, by equation (11).
m.= (6 7 )((A-&p¢) (1-6)) (11)

- Checking for m, +m_ + m_=1
- Calculate the diffusivity by equation (12), effective diffusivity by equation (13),
and D, by equation (14).
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T 1.83
o=,
o

D, =Deg (SO, through flue gas)
D,=D0.15 (SO, throughsolid )
- From equation (15) and (16) Calculate K,., K

ce "
11
DZg4
5
d,4

gmf De ub o
K, =6.78 s

umf
K, =45 |+585

b

3
b

(12)

(13)
(14)

(15)

(16)

- Select values of Kr between | and 1000 sec™ and for each value of Kr :-
a. Calculate Kf by equation ( 17) and substitute in to equation (18 ) to find XA.

Kf =(y, Kr) + !
1, 1
Kbc K
(7. r)+i 1
kce 7ekr
1-xA =S g™

Ai

b. Calculate z by equation (19 ).
T = pPeR _ Ped,
bk.C, 2bk.C,

and

(17)

(18)

(19)

pg =molar density of CaO particle(density of CaO /M.wt. ofCaQO) , and Kc

—Ea
fromAreniesequation(i.e Kc = Ae T )
(19.a)

c. Calculate the over all rate constant( K, )by equation (20).

1 _ 1,4
kc 12D,

K

m

(20)

d. Determine L, from eq.(21) and L., from the correlation between them (i.e. egn

22).
L, =-(In (1- XA)u, )/ Kf
The bed height can be related as follows:
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Lf _ 1—8m

—= 22
me 1- Ennt ( )
e. Determine the mean residence time of particles in the bed (t) by equation (23).
_t:ﬂ: Athf(l_gm) (23)
Fl I:l

Where
W=weight of bed(gm), F, = out flow rate of solid(gm/sec)

A, is the cross-sectional area of bed needed and obtained by mass balance.
A, = ((Fo*CAIl)/mwts)/(((uo*(To./(To+T)))*(((0.21-0.1)/22400)+((CAI-(CAI*0.01))
122400)))

f. Substitute t and 7 in equation (24) to find XB .

XB = 1-3(- 146(~ )2 -6(-)° f-ep(—r/t)] (24)
_ T T T
g. Calculate ¢ and CA by equation (25) and ( 26)respectively.
_ 1 1
$= w1 (25)
ye kce yC ﬁ i
L kce ye B
kr
. (1+mc7/ek7 )CAiXi¢
C,= < (26)
(me kr/ub)
h. Calculate XA by equation (27).
() XB=AU,C, XA 27)

b "M,
i . Compare XA calculated from equations (18) with XA calculated from equation
(27).If they do not match, assign new trial value for Kr and repeat steps a through i.
k . The calculation is terminated when the error criterion |XA(18) — XA(27)| <10%is

satisfied.
Results and discussion

The effects of the fluidizing velocity,solid feed rate,mean particle size of the
solids,operating temperature,SO2 concentration of feed gas and bed geometry on the
conversion efficiency of both gas and solids are discussed separately. Fig.s(1)-(19)
show these effects on plots as % conversion versus reaction time.lIt should be noted
that in this study the feed gas flow rate is set within the range of 49580-51600
cm®/sec (average 50000 cm®/sec) as a design parameter.
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Effect of Operating Temperature

The effect of temperature on the conversion efficiency of the gas and solids
are presented in Fig.s (1) and (2) respectively. The temperature range covered in this
study is 750 °C-1000°C.At relatively lower temperatures (<500°C) calcium
sulfite(CaSOa4) an unstable product of the reaction can be formed and may react
reversibly to give back SOz.It is therefore important that temperatures higher than
650°c should be used to avoid the formation of CaSO3. For this purpose,
temperatures above 650 °C were used in this investigation(8). As it is seen
maximum conversions are obtained within the temperature range(950 °C-1000 °C) ,
shorter reaction times are obtained as the temperature is increased because the rate
of reaction increases with temperature as well as the solute mass diffusivity (9)
.From these plots led to the conclusion that the desirable range of temperature is 950
°C-1000 °C ,preferably 950 °C .Consequently, the operation temperature chosen is
950°C and used throughout the calculations of the simulation program.
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Fig.2.- F0=280 g/s, dp=0.1cm, uo/ umf =3
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- EFFECT OF MEAN PARTICLES SIZE

The effect of mean particle size on the conversion efficiency is shown in Figs
(3)and(4) for the gas and solids. These data are obtained for a fixed feed of solids
Fo =280 gm/sec and fluidizing velocity uo=3umf cm/sec. For the range of particle
size used in this study(0.1-0.025cm) and as it is seen from the plots,a decrease in
particle size is to increase the conversion efficiency of both gas and solids for all
temperatures used.For instance ,at 750 °C the conversion of the gas increased from
62-99% over a particle size decrease from 0.1cm down to 0.025cm. On the other
hand,this increase in efficiencies is accompanied by rapid decrease in the reaction
time over the residence time of the particles in the bed. But this residence time
showed little change with decreasing particle size and increasing temperature. The
heighest conversion efficiencies were obtained with the small size particles(i.e
=0.025 cm).This is expected,because small size particles offer larger surface area for
reaction and solute diffusion than particles of larger size.However,very small size
particles are not suitable for fluidized bed reactors due to carry over problems and
therfore are not considered in this study .
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Fig.3.- Fo=280 g/s, T= 750 °c, uo/ umf =3
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Fig.4.- Fo=280 g/s, T= 750 <:c, uo/ umf =3
EFFECT OF GAS FLUIDIZING VELOCITY

As stated in Kunni and Levenspiel(1968) recommend a fluidizing velocity in
fluidized bed reactors to be greater than 2u , (i,e .u, >=2u,, ) for proper reaction

and stable operation. However, higher values of uo are not recommended in order to
avoid solids carry over.Solids carry over can be prevented if uo is chosen to be well
below the terminal velocity of the solid particles in the bed. Accordingly, the range
of uo values coverd in this study is taken to be (3-6)u,, cm/sec. Figs.(5) and (6)

depict the effect of changing uo on the conversion efficiency of the gas and solid
with the operation temperature , solid feed rate and size of particles are kept
constant at 950 °C , 280 gm/sec and 0.025cm respectively. An increase in uo leads to
a decrease in %conversion,for solid only (gas conversion remains unchanged).
However, both gas and solids almost attain the same conversion(95-96% for the
solid and 99% for the gas) within the same range of reaction time of 360-475 sec.
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This range of reaction time is well below the residence time of the solid particles in
the reactor. For proper operation of the reactor, it is essential that the reaction
should go to completion before any of the solid particles leave the reactor. In other
words, it is essential that the reaction time should , always, be less than the
residence time of the solid particles in the bed in order to achieve complete reaction.

From these results, it appears that a fluidizing velocity of 3umf is our choice
as an optimum value.The use of fluidizing velocity higher than 3umf does not affect
the conversion efficiency of the gas but more reaction time is needed. This would
exceed the residence time of the solids in the bed. On the other hand an increase of
uo above 3umf entails a decrease in solid conversion. Thus higher values of uo are
not desirable. Consequently, the fluidizing velocity is fixed at 3umf and used
throughout the calculations of the simulation program.
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EFFECT OF INLET SO2 CONCENTRATION

The concentration of SO, in the feed gas entering the reactor is fixed within the
range 3-5% by volume.This concentration originates in the heavy fuel oil used in
the combustion. Davidson and Harrison(1968) state that commercial fuel oils used
for combustion usually contain sulfur that is finally converted to SO, within the
range 3-5%v/v in the flue gas.

Figs (7-12) show the effect of varying SO,concentration on the conversion
efficiency of the gas and solid respectively. As it is shown, with the other
parameters fixed, the reaction time increases as SO2 concenteration is decreased. It
should be noted that the inlet concenteration of SO:2 is usually fixed as the
concenteration of the feed gas to be desulfurized. However, some variations in the
quality of fuel used in the combuster could change this composition, but still
maximum conversions are obtained. For the simulation programe, the inlet
SO, concenteration is set at 5%v/v in a feed gas of 50000 cm®/sec. It can be noted
from the results the conversion of the gas and solid remaine constant regardless of
SO, conversion. However,if the concentration of gas is increased ,the material
balance requires a decrases of the gas flow rate and hence a decrase of reaction time
and residence time.

SO2 conversion (%)

1 1 I l | | | |
00 200 400 600 800 1000 1200 1400 1600 1800

time (sec)

Fig.7.- dp=0.025 cm, T= 950 ¢, uo/ umf =3, F0=280 g/s
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EFFECT OF SOLID FEED RATE

The effect of solid feed rate has been investigated for a reaction temperature of
950 °C and mean particle size=0.025cm with the other parameters are fixed at their
desired values.

Increasing the rate of solids entering the reactor has no effect on the conversion
efficiency of both gas and solid and the reaction time. As can be seen from
Figs(13)and(14), the conversion of the gas and solid rise rapidly to their maximum
values within a reaction time of 360-475 sec and this reaction time appears to be
well below the residance time of solids in the reactor. However, an increase in solid
flow rate involves marked increase in the volumetric flow rate of the input gas to the
reactor. Since the range of the input flow of gas is already fixed at 50000 cm®/sec an
increase in solid flow rate above 280gm/sec will require higher gas flow rate.
Therefore, the recommended solid feed rate is 280gm /sec.
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Fig.13.- dp=0.025 cm, T= 950 ¢, uo/ umf =3
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Effect of Bed Height

Fig(15) depicts the effect of increasing bed height on the reaction time to
achieve maximum conversion for the gas and solid at a given bed diameter of
60cm. As it is shown the reaction time increases with bed height as well as the
residence time. This effect is indirectly linked with equation (26),(19),(23) for the
gas concenteration inside the reactor, reaction time and residence time
respectively.The results show that the optimum reaction time of 369-475 sec
corresponds to a fixed bed height of 75-150cm. Using higher beds will lead to
higher reaction times.
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Fig. 15. Fo= 280 g/s., De=50-75 cm, T= 950 °C, Uo/um=3,dp=0.025cm
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EFFECT OF BED DIAMETER

The effect of bed diameter on the conversion efficiency of the gas and solids has
been investigated for the range of bed diameters of 50-75cm at constant temperature
of 950°C, particle size of 0.025cm, fluidizing velocity of 3umf cm/sec and solid feed
rate of 280gm/sec .The inlet concentration of SOz is taken to be the heighest
allowable value of 5% by volume.The results are plot in Figs(16)-(19).The plots
show that solid conversion is ranging between 92-97% for bed diameters between
50-75cm.This conversion increases until it reaches 99% for beds between 150-
300cm in diameter.On the other hand the gas conversion exhibits a rapid decrease
with increasing bed diameter(i,e. 8% for beds close to 300cm in diameter).It is also
noted that inorder to achieve a fluidizing velocity of 3umf cm/sec. The feed flow
rate of the gas should increase,and as can be seen this flow rate becomes
exceedingly high at bed diameters close to 300cm. Such high flow rates do not
match the design feed rate of 50000cm®/sec .The reaction time remains unchanged
at 360-475 sec,but the residence time increases with bed diameter. From these
results it is clear that the increase in bed diameter adversely affects the efficiency of
gas conversion, but it has little effect on solid conversion.It appears that bed
diameters between 50-75cm would be the best choice for operation.
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CONCLUSIONS

Recently the bubbling-bed model was applied to the prediction of gas conversion
in solid catalysed gas-phase reaction. In the present work this model is used to
determine the extent of chemical conversion of both reacting gas and solids in a
continuoas flow(for both gas and solid) fluidized bed. This procedure is applied for
removal of SO, from flue gas using CaO as solid reactant in a fluidized bed reactor
based on a feed rate of 50000cm®/sec of flue gas.The results of the simulation
programe for maximum conversion of gas and solid are summarized as follows:
-The feed rate of CaO is to be 280gm/sec(about 24.192Kg/day) producing 3.617
gm/sec (about 27 Kg/day) of CaS04(99% conversion) as by producta useful
building material.
-The reactor will operate a diabatically at temperature within 950-1000 °C.
-The mean particle size of CaO is 0.025cm.
- The fluidizing velocity of the gas(flue gas) should be 3 times the minimum
fluidizing velocity of the solid particles.
- The flow rate of the solid feed depends on the flow rate of the feed gas.
- To a chieve the same conversion of both gas and solid an increase in inlet SO2
concentration requires a decrease in gas flow rate.
- The best ratio of bed height to bed diameter for maximum conversion should not
exceed 2.

NOMENCLATURE
A = cross-sectional area of bed (cm?)

A = pre-exponential factor for solid diffusion of SO, through CaSO, (cm?/s).
b = stoichiometeric coefficient in gas/solid reaction equation.
C, = concentration of gas in the inlet gase stream (gmol/cm?)

C,,= concentration of gas (or bubble gas)leaving the bed (gmol/cm?)
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C

C . ¢ =concentration of gas A in bubble,cloud-wake region,and emulsion
CAe

respectiviely (gmol/cm?)

Ca = average concentration of reactant A encountered by solid particles in the bed
(gmol/cm?)

D diffusion coefficient, effective diffusion coefficient in emulsion, and
De 1= diffusion coefficient through layer of solid product or ash (cm?/sec)
DS

D, = diffusivity at standard conditions (T = 273K, P =1latm)(cm?®/sec).

D, = bed diameter (cm).

d, = particle diameter (cm).

d, = bubble diameter (cm).

E, = activation energy for solid diffusion of CaO through CaSO, (J/mol).
F, = feed flow rate of solids (gm/sec).

F, = out flow rate of solid (gm/sec).

= acceleration of gravity (gm/sec).

g
KbC} — interchange coefficients between bubble and cloud wake region, and between
K cloud — wake region and emulsion, respectively (1/sec).

ce

Kr = reaction rate constant defined in equation (17) (1/sec).

K. = rate constant for surface defined in equation (19.a) (cm/sec).
k, = reaction rate group defined in equation (17) dimensionless.
K, = overall rate constant (cm/sec).

L= height of the reactor (cm).

L

Lf }: height of fluidized bed and static bed respectively (cm).
mf

M; = molecular weight of solid material (gm/mol).

b
= weight fraction of solids defined by equation (7,9,11).

c

3 3 3

e

N ,= gramme moles of A.
rc = radius of solid unreacted core (cm).

R= gas constant (atm.cm®/mol.K).

mean residence time of particles in the bed (sec) t =
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t = residence time for particle in the bed (sec).

ub
U, = Velocity of rising bubble, minimum fluidizing velocity, and superficial gas
u velocity, respectively (cm/sec).

0

u, = terminal or free-falling velocity of the particles (cm/sec).

V
° } = volume of bubble and of wake, respectively (cm?)..

w

V, = volume of a solid particle (cm?®).

(cm®) V1= total volume of the particles
W = weight of bed (gm).
. = fractional conversion of reactant gas (A).
= mean fractional conversion of solid (B) material in the exit stream.

B
Yo
y. ¢ = Vvolume fraction of solids by equations (8,10) , dimensionless.

Greek Letters

&m }: void fraction in a fixed bed and in a bed at minimum fluidization,
€ respectively , dimensionless.

mf

7 = time for complete conversion of a single particle (sec).
o = bed fraction of bubble phase .

p. = density of solid (gm/cm?).

p, = density of gas (gm/cm?)

4 = Viscosity of gas  (gm/cm.sec)

¢ = sphericity of a particle , dimensionless .

o = ratio of wake volume to bubble volume .
ps = Mmolar density of solid material (g mol/cm?)
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ABSTRACT

A numerical investigation has been carried out to examine the effects of insulated
baffle mounted in complex cavity representing as an industrial building on flow pattern
and heat transfer characteristics. The cavity is formed by adiabatic horizontal bottom,
inclined upper walls and vertical isothermal walls. This problem is solved by using flow-
energy equations in terms of stream-vorticity formulation in curvilinear coordinates. Two
cases are considered; in the first (case 1) the insulated baffle position attached to the
horizontal bottom wall of the cavity while in the second case (case 2) the insulated baffle
position attached the upper inclined wall. A parametric study is carried out using
following parameters: Rayleigh number from 10° to 10°, Prandtl number for 0.7 and 10,
baffle height (HB=0, 0.3H", 0.4H", and 0.5H"), baffle location for (LB=0.25L and 0.75L)
with or without baffle in the cavity (total of 100 tests). For case 1 results show that, the
flow strength generally increasing with increasing Ra values, increasing baffle height,
and decreasing values of Pr, while in case 2 the same behavior of above could be show
except the flow strength decreasing with increasing baffle height, also, increase Ra leads
to increase the rate of heat transfer. The configuration of the cavity in case 2 leads to
increase in heat transfer rate comparing with that in case 1.

KEY WORDS: natural convection, cavity with baffle
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INTRODUCTION

Heat transfer and fluid flow inside complex cavity with or without baffles has not
been investigated widely due to geometric complexity. This case study represented as an
industrial building, numerous references deal with enclosures with flat straight walls due
to its huge application in engineering like as, solar-collectors and cooling system of
electronic devices. Especially for the cooling low powered laptop computers, monitors
and TV. These are always complex interaction between the finite fluid content inside the
enclosure with enclosure walls. This complexity increase when the wall becomes
inclined, wavy or content baffles distributed in the enclosure. In the past, a great number
of studies have focused on a vertical of cavity configuration formed with straight walls,
mostly cavities of square, rectangular, trapezoidal and parallelogram cross sections.
Representative reference that have divulged these efforts are condensed in lyican et al
(1980), Van Doormaal et al (1981), Law et al (1991), and Peric (1993). In these works
buoyancy-induced flows are considered in the physical system and descriptive
mathematical methodologies in the analysis or the experimental procedures in the
laboratory are outlined.

The method of transformed coordinates was originally proposed in Jang et al
(2003) as a tool to solve heat transfer problems in the presence of irregular surface of all
kinds. This method is not limited to heat transfer problems, but is also applicable to other
problems in engineering and science. Karyakin (1989) investigated transient natural
convection in a trapezoidal cavity with parallel top and bottom walls and inclined side
walls. Lee (1991) presented numerical results up to a Rayleigh number of 10° for natural
convection in trapezoidal enclosure of horizontal bottom and top walls that are insulated
and isothermal inclined side walls. Moukalled et al (2003) studied numerically the natural
convection in a partitioned trapezoidal cavity heated from the side. In particular the effect
of Rayleigh number, Prandtl number, baffle height, and buffle location on heat transfer is
investigated for two boundary conditions representing buoyancy-assisting and buoyancy-
opposing modes along the upper inclined surface of the cavity. Shi et al (2003)
performed a numerical study in a square cavity due to thin fin on the hot wall. They
concluded that heat transfer capacity on the anchoring wall was always degraded,;
however, heat transfer capacity on the cold wall without the fin can be promoted for high
Rayleigh numbers and with fins placed in the vicinity of the insulated walls.

Tasnim et al (2005) analyzed the laminar natural convection heat transfer in a
square cavity with an adiabatic arc shaped baffle. As boundary conditions of the cavity,
two vertical opposite walls are kept at constant but different temperatures and the
remaining two walls are kept thermally insulated. Results are presented for a range of
Rayleigh number, arc lengths of the baffle, and shape parameters of the baffle. Ambarita
et al (2006), studied numerically a differentially heated square cavity, which is formed by
horizontal adiabatic walls and vertical isothermal walls. Two perfectly insulated baffles
were attached to its horizontal walls at symmetric position. The results show that Nusselt
number is an increasing function of Rayleigh number, a decreasing one of baffle length
and strongly depends on baffle position. Dagtekin et al (2006), studied natural convection
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heat transfer and fluid flow of two heated partitions within an enclosure have been
analyzed numerically. The right side wall and the bottom wall of the enclosure were
insulated perfectly while the left side wall and top wall were maintained at the same
uniform temperature. The partitioned were placed on the bottom of the enclosure and
their temperatures were kept higher than the non-isolated walls. The effects of position
and heights of the partitions on heat transfer and flow field for Rayleigh number range
from 10* to 10° have been investigated.

Bilgen (2002) investigated numerically the laminar and turbulent natural
convection in enclosures with partial partitions. Vertical boundaries are isothermal and
horizontal boundaries were adiabatic. VVarious geometrical parameters were: aspect ratio,
partition position, height of the partition and Rayleigh number, the results is reduced in
terms of the normalized Nusselt number as a function of the Rayleigh number and other
non dimensional geometrical parameters. An experimental study of low level turbulence
natural convection in an air filled vertical partitioned square cavity was conducted by
Ampofo (2004). The dimension of the cavity, which was 0.75*0.75*1.5, resulted in two

dimensional flow. The hot and cold walls of the cavity were isothermal at 50 and 10 °C
respectively giving a Rayleigh number of 1.58*10°. The local velocity and temperature
were systematically measured at different locations in the cavity and both mean and
fluctuation quantities are presented.

The objective of this study is to examine numerically the natural heat transfer in
complex geometry such as industrial building with or without baffles distributed in the
cavity. Moreover to study the effect of Rayleigh number, Prandtl number and
configuration of these baffles such as height and position for two cases, baffle attached
the horizontal bottom wall of the cavity or attached the upper inclined wall on the
characteristics of natural convection heat transfer in the cavity.

PHYSICAL MODEL

The conjugate problem under present consideration is depicted in Fig. 1, which
show a complex cavity represented in industrial buildings with insulated bottom and
inclined top walls. The left wall fixed at hot temperature T, while the right wall
maintained at the cold temperature T, the inclination of the top surface of the cavity is
fixed at 15 degree. The geometry of the cavity in this study fixed at the width of the
cavity 4 times the height of the left vertical wall. Results show two cases according to the
position of the baffle, which is attached to horizontal bottom wall or attached to inclined
top wall of the cavity as shown in Fig. 1. Three baffle height (HB = 0.3H", 0.4H", 0.5H")
and two position of the baffle (LB= 0.25L, 0.75L) are studied. In all computational the
baffle thickness (WB=L/30) to simulate a thin baffle. The viscose incompressible flow
inside a closed cavity and a temperature distribution is described by the Navier-Stokes
and energy equations for two dimension and steady. The Boussinesq approximation is
used with the assumption of constant properties and negligible viscous dissipation. The
governing equation in stream function- vortities formulation in dimensionless form is
defined as follows:

2 2

o @
o0°X 0%y
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6—a)+u6—a)+v8—w:Pr 8Ta)+aTa) +Pr-Raé (2)
ot OX oy o°x 0%y
00 00 00 (d°0 0°0
—+uU—+V—= T+T (3)
ot ox oy (o0x 0%y
Hence, introducing the following non-dimensional variables:
xy) =y uvy=uv)t/ia . o=T-T)/(T,-T)
Pr=v/a , Ra=g 1T, -T.)/(av)

The study is completed with the following boundary condition:
¢=0, u=v=0. =on the cold wall

6=1, u=v=0. =on the hot wall
0,=0,0,=0, u=v=0. =on the rest

NUMERICAL PROCEDURES

The grid generation calculation is based on the curvilinear co-ordinate system
applied to fluid flow as described by Thompson (1999). The transformation is as follows:
&= f(x, y) e n(X, y). The problem is now defined in terms of new variables:

[)u‘z//5+a-l//,7+a~l//§§—2ﬂ-l//&7+7/-1//,777]/J2:—a) 4
oty 0 —ve -0 |1 =Pili v v oy, va g ~2pvy vy, |0
®)
+Ra-Pr-[y,7-9§—y§-¢9,7]/J
O+, 0-—v.-0)3=[1-6.+5-6,+a-0.-2p-6, +y-0, /32 (6)
Where
U2 2 w2 2 _
a=x,+Y, , y=X:+Y: , ,[;?_xgx,7 +YeY,
A=[%, (@ Xg =28 X5y +7 %) =Yy (@-Yir — 2B Y, +7 - Yy) |/ (7)

a:[yg(a-ygg =28 Ve TV Ypp) —Xe(@ Xz =2 X, +y-x,7,7)]/J
The boundary condition represented in the following table:

Table 1 Boundary condition in the typical case study

v 0 ®

Left wall 0 1 —a -y [J?

Right wall 0 0 —a -y I
Inclined wall 0 6,=0 — 7 Wy I?
Bottom wall 0 0,=0 — 7 Wy °

Baffles 0 0,=0, 0, =0 —aye [3% —y o, [P
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The heat transfer rate by convection in a hot left wall of the cavity is obtained
from the Nusselt number calculation. The local Nusselt number and average Nusselt
number are expressed as:

1
Ny =a-0./IVa | Nuava:(J)Nu|-dy (8)

VALIDATION OF THE CODE

In order to make sure that the developed codes are free of error coding, a
validation test was conducted, calculations for an air filled square cavity without baffle
for Ra=10", 10°, 10° were carried out and the results are shown in table 1. the results of
the previous publication for the same problem are also presented in table. Data from the
table shows that the results of the code, even through there are some differences, do agree
very well with the previous works results. Those differences are not essential, the
maximum difference is 1.01% and probably caused by the different grid sizes and round-
offs in the computational process.

Table 2. Comparison of the present result and the previous works result.

Reference Average Nusselt number Nuaye
Ra =10" Ra =10° Ra =10°
Collins (2005) 2.244 4.5236 8.8554
Shi (2003) 2.247 4,532 8.893
Bilgen (2005) 2.245 4,521 8.800
Present study 2.248 4514 8.804

RESULTS AND DISCUSSION

In order to understand the flow pattern, temperature distribution and heat transfer
characteristics of the typical case study a total of 100 cases were considered. To study the
effects of the baffle position (LB = 0.25L, 0.75L), baffle height (HB = 0.3H", 0.4H",
0.5H"), Rayleigh number (Ra = 10%, 10*, 10°, 10°), and Prandtl number (Pr = 0.7, 10) for
two cases according to the baffle, attached to the horizontal bottom wall or attached to the
inclined upper wall of the cavity. Flow and temperature fields and Nusselt number are
examined. Typical grid generation for the cavity represented as shown in Fig 2.

Flow and Temperature Fields

The flow consists of a recirculating eddy rotating clockwise, indicating that the
fluid filling the cavity is moving up along both the left heated vertical wall and the top
insulation inclined wall (the slope is positive) until reach to the middle of the cavity, then
the flow down along the top insulation inclined wall (the slope is negative), cold right
vertical wall, and horizontally to the left along the insulated bottom wall of the cavity. All
results of streamline and isothermal contours are takes for Pr=0.7.

Fig. 3 shows streamline and isothermal maps in the cavity without baffles as
depicted, the flow structure consists of a single eddy rotating clockwise. At low Rayleigh
number values, the eye of the recirculating vortex is located at the middle of the cavity
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close to the hot vertical wall of the cavity, where the largest velocities was located as
shown in Fig. 3A, and 3C. As Ra increase Fig. 3E, and 3G, the eye of the vortex moves
away from the hot wall towards the middle of the cavity and upward towards the top
inclined upper wall of the cavity. In addition, at the highest Ra value Ra=10° the flow
separates near the lower right corner of the cavity. For low Ra (Ra=10°) Fig. 3B,
isotherms values decrease uniformly from hot to cold wall showing dominant weak
convection heat transfer. As Ra increase, the distribution of isothermal implies higher
stratification levels within the cavity compare Fig. 3B, and 3H, and consequently higher
convection contribution.

For case 1 where the baffles attached horizontal bottom wall of the cavity, the
flow pattern and isothermal contours are discussed below. Fig. 4 and Fig. 5 show that for
LB=0.25L, HB=0.4H" and LB=0.75L, HB=0.4H" respectively. Streamlines in Fig. 4
indicated that at the lowest Ra presented (Ra=10%), the recirculating flow exhibits single
vortex (Fig. 4A, and 4C) located near the middle of the cavity. This vortex rotates in the
clockwise direction. As Ra increase, the two vortices will be appearing in the cavity
around the baffle. The left vortex close to the left hot wall (Fig. 4E, and 4G) is more
uniform comparing with right vortex. Increase Ra leads to distrom the right vortex which
move towards the left and upper inclined wall in the cavity. Moreover, with increasing
values of Ra, the flow between the baffle and the cold right wall becomes weaker as
compared to the region between the baffle and the hot left wall. The colder fluid tends to
stagnate in the lower right-hand section of the cavity between the baffle and right vertical
wall (cold wall). Resulting in a thermally stratified region and inhibiting the penetration
of the warmer fluid from the cavity left-hand section. Isotherms presented in Fig. 4 (left
side), reflect the above described flow patterns. At low Ra, variation in temperature is
almost uniform over the domain. As Ra increase, convection is promoted, and isothermal
contours become more distorted.

The effects of positioning of the baffle close to the cold right wall on the
streamline and isotherms are depicted in Fig. 5 for LB=0.75L, HB=0.4H". At low Ra
value Fig. 5A, and 5C, the flow structure is qualitatively similar to that presented in Fig.
4A, and 4C, with small vortex behind the baffles close to the right cold wall. As Ra
values increase Fig. 5G, and 5E, a more pronounced thermally stratified zone developed
in the baffle cold wall region as a compared to the configuration in which the baffle is
close to the hot wall (Fig. 4G, and 4E). This thermally stratified region prevents the bulk
of the fluid descending a long the cold wall from penetrating the region. Moreover, to that
the two vortices appear in the cavity, first is uniform as a circle close to the cold right
wall and the second is similar to the ellipse shape move up to the left wall. The above
described behavior is further exemplified by the isothermal plots presented in Fig. 5 (left
side). At low Ra stratification effects are small and distribution of isotherms is more or
less uniform. While as Ra increase, isotherms becomes more distorted and stratification
effects are promoted. The effects of baffles height on the hydrodynamics and thermal
fields are presented in Fig. 6 for baffle position LB=0.25L and Ra=10°. Streamlines and
isotherms are displayed for four different baffles height of (HB=0, 0.3H", 0.4H", 0.5H").
As HB increase, a weaker flow is observed in both the right and left portions of the
doman, two non-similar clockwise rotating eddies are noticed in Fig. 6C, 6E, and 6G
with their strength lower than the single vortex flow in the cavity without baffle. For
highest HB the left vortex is more uniform and dissipated between the baffle and the hot
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left wall, while the right vortex is move to up and distributed to the weak flow near to the
cold right wall. Isotherms presented in Fig. 6 (left side) are in accordance with above
finding and clearly show the decreases in the convection heat transfer through the spread
of the isotherms.

For case 2 where the baffles attached upper inclined wall of the cavity, the flow
pattern and isothermal contours are discussed below. Fig. 7 and Fig. 8 show that for
LB=0.25L, HB=0.4H" and LB=0.75L, HB=0.4H" respectively. Streamlines in Fig. 7
indicated that at the lowest Ra (Ra=10%), the recirculating flow exhibits two clockwise
rotating vortices with some communication between them (Fig. 7A). As Ra increase, the
deformation of the vortices increase, moreover, the increasing Ra values, the eye of the
vortex in the right hand portion of the domain moves upward and to the left as a result of
increasing stratification level in the lower right portion of the cavity. Isotherms presented
in Fig. 7 (left side) reflect the above described flow pattern. At low Ra, variations in
temperature are almost uniform over the domain, If Ra increase, convection is promoted
and stratification effects are increased. The effects of positioning the baffle closer to the
cold vertical wall on the streamlines and temperature fields are depicted in Fig. 8 for
LB=0.75L, HB=0.4H". At low Ra values the flow structure is qualitatively similar to the
previous Fig. 7 but in this case the weak flow region could be show between the baffle
and the cold right wall. As Ra values increase Fig. 8E, and 8G, stratification levels
increase and isotherms become more distorted in the baffle cold wall region as compared
to the configuration in which the baffle is closer to the hot left wall (Fig. 7E, and 7G).
This indicates stronger convection caused by higher buoyancy effects as a result of the
longer distance the flow travels before encountering the baffle. Isothermal contours in
this case are similar to that in Fig. 7 with some difference in shape and behavior of flow
in the cavity due to increase the position of the baffle from the hot wall. The effects of
baffles height on the hydrodynamics and thermal fields are presented in Fig. 9 for baffle
position LB=0.25L and Ra=10°. Streamlines and isotherms are similar to that in case 1
(Fig. 6) but it show weaker flow in both sides of the baffle, more decrease in convection
heat transfer, and more deformation in streamline and isotherms.

Heat transfer parameter

Local Nusselt number distribution along hot wall is presented in Fig. 10 for case 1
the Nu; levels increase with increasing Ra indications higher convection contribution. If
the position of baffle is increase the Nu, increase because the temperature difference
along the hot wall is increase for constant Ra expect for Ra=10° because the buoyancy
effect become more declare and huge. This behavior also shows in case two Fig. 11 with
small difference in shape of the curve and its values. For low Ra, the Nu, is low too
because the limited of convection heat transfer in this case. Fig. 12 shows the Nu;
distribution along the hot wall for different height baffle and for two cases. Increase HB
values leads to decrease the Nu, because the temperature difference is decrease too. In
case 2 (Fig. 12 right side) increase height baffle leads to increase the values of Nu
comparing with its values in case 1 (Fig. 12 left side) due to the location of the baffle in
the cavity. Fig 13 represents the average Nusselt number distribution according to the
Rayleigh number for two cases. Figures show that for log scale axis where the relation is
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linear and if the height of the baffle increase the slope of the curve is increase too, this
description is applied for two cases.

Maximum stream function (flow strength)

The maximum absolute values of the stream function displayed in table 3 for case
1 (baffle attached the horizontal bottom wall) and to different value of Pr=0.7 and 10.
Indicated that the flow strength (maximum velocity in the domain) generally increase
with increasing baffle height and decreasing values of Pr, moreover, the strength of flow
increase with Ra due to an increase in temperature difference. Table 4 show that for
case 2 (baffle attached the upper inclined wall), indicated that the flow strength generally
decreases with increasing baffle height and increasing values of Pr due to the increase in
the fluid viscosity. Moreover the strength of the flow increases with Ra values increase
due to an increase in temperature difference and consequently in buoyancy forces.

Table 3. Maximum absolute values of stream function for baffles attached the
horizontal bottom wall.

Without Baffles Height HB
Ra baffles | 03H | 04H | 05H [ 03H | 04H | 05H
LB =0.25 L LB =0.75 L
Pr=0.7

10° 0.2520 0.2277 | 0.26714 | 0.3310 0.2535 0.2675 0.3289

10" 1.8887 | 1.79598 | 1.9339 2.1504 1.9554 1.9808 2.0804

10° 11.1519 | 7.2596 7.3242 7.4226 6.7567 6.7617 6.773

10° 15.7261 | 16.3829 | 17.6351 | 19.0268 | 16.883 16.944 17.123

Pr=10

10° 0.0176 0.0156 0.0180 0.0219 0.0178 0.0188 | 0.02366

10" 0.1394 | 0.12527 | 0.1327 0.1437 0.1392 0.1419 0.1519

10° 1.1110 1.2202 1.2854 1.3788 1.3602 1.3793 1.4368

10° 7.6564 7.0533 7.2353 7.7474 7.1792 7.1182 7.4256
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Table 4. Maximum absolute values of stream function for baffles attached the
inclined upper wall.

Without Baffles Height HB
Ra baffles | 0.3H | 04H | 05H | 03H | 04H | 05H
LB =0.25 L LB =0.75 L
Pr=0.7
10° 0.2520 | 0.1949 | 0.1935 | 0.1852 | 0.2466 | 0.2451 | 0.2435
10°* 1.8887 | 1.5714 | 1.5131 | 1.4467 | 1.9469 | 1.9409 | 1.9342
10° 11.1519 | 6.9733 | 59200 | 4.8871 | 6.8875 | 6.8742 | 6.8690
10° 15.7261 | 16.1176 | 14.3799 | 13.0812 | 14.9814 | 13..9628 | 13.1340
Pr=10
10° 0.0176 | 0.0139 | 0.0136 | 0.0135 | 0.0171 | 0.0170 | 0.0168
10° 0.1394 | 0.1159 | 0.1143 | 0.1107 | 0.1365 | 0.1356 | 0.1347
10° 1.1110 | 1.1179 | 1.0917 | 1.0513 | 1.3398 | 1.3329 | 1.3252
10° 7.6564 | 6.4921 | 5.6038 | 5.0103 | 7.2502 | 7.3050 | 7.3016
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CONCLUSION

For case 1 results show that, the flow strength generally increasing with

increasing Ra values, and decreasing values of Pr, while in case 2 the same behavior of
above could be show except the flow strength decreasing with increasing baffle height.
Also, increase Ra leads to increase the rate of heat transfer, the configuration of the cavity
in case 2 leads to increase in heat transfer rate comparing with that in case 1 as shown in
figures and tables.
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NOMENCLATURE:
SYMBOLS TITLES UNITS
a Thermal diffusivity m/sec’
g Gravitational acceleration m/sec?
H Cavity height (left vertical wall) m
HB Baffle height m
H Height of the cavity at the location of the baffle m
J Jacobian e
L Cavity width m
LB baffle position m
Nu Nusslet number
Pr Prandtl number (vl =
Ra Rayleigh number (g.8 .(Th-To).L3va) -
T Temperature °C
t Time sec
u,v Dimensionless velocity -
wB Baffle thickness
X, Y Dimensionless coordinatess -
GREEK SYMBOLS
0 Dimensinless temperature -
B Thermal expansion coefficient 1/K
a,pB,y,A,0 Transformation functions e
£, M Dimensionless curvilinear coordinates ~ -----
4 Stream functon e
@ Vorticity e
% Kinematics viscosity m?/sec
SUBSCRIPTS
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ave Average
c Cold wall
h Hot wall
I Local
max Maximum value
X, Y, €, Derivative relative to X, y, &, and n respectively.

SUPERSCRIPT

Dimensional form

Insulated wall

15
H Hot H* Cold
wall wall
HB
-
LB Insulated wall
g B
L
Insulated wall
15°
HB
*
H Hot H Cold
wall wall
L . b/
1B nsulated wall
- |

L

Fig. 1 Typical cavity with boundary conditions for two cases
A. Case 1 (baffle attached to the horizontal bottom wall)
B. Case 2 (baffle attached to the upper inclined wall)
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A Ra =10’ B

C Ra =10* D

E Ra=10° F
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A Ra =10’ B

Fig. 5 Rayleigh number effect on streamlines (left side) and isothermal
contours (right side) in the typical cavity for case 1, baffle attached the

horizontal bottom wall at LB=0.75L, HB=0.4H"
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Fig. 6 Baffle height effect on streamlines (left side) and isothermal contours
(right side) in the typical cavity for case 1, baffle attached the horizontal
bottom wall at LB=0.25L, Ra=10°
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Fig. 7 Rayleigh number effect on streamlines (left side) and isothermal
contours (right side) in the typical cavity for case 2, bafflg attached the
upper inclined wall at LB=0.25L, HB=0.4H
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A Ra =10’ B

C Ra =10* D

E Ra =10’ F
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Fig. 8 Rayleigh nu
contours (right sic
uppe

A Ra =10’ B

C Ra =10* D

G Ra =10° H
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Fig. 9 Baffle height effect on streamlines (left side) and isothermal contours
(right side) in the typical cavity for case 2, baffle attached the upper inclined

wall at LB=0.25L, Ra=10°
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40 —
LB=0.25L , HB=0.4H* LB=0.75L , HB=0.4H*

<
33 o 49 Ra=10E6 € Ra=10E6
4= Ra=10E5 2= Ra=10E5
97 B Ra=10E4 M Ra=10E4
A Ra = 10E3 Ra = 10E3

:_I
13 -
7 =
" ' | ' |
0.25 0.75
0.0 0.5 1.0
y /ymax

Fig. 10 Local Nusselt number distribution on the left hot wall for case 1, baffle attached the
horizontal bottom wall of the cavity

LB=0.25L , HB=0.4H* LB=0.75L , HB=0.4H*
Ra = 10E6 Ra = 10E6
Ra = 10E5 Ra = 10E5
Ra = 10E4 Ra = 10E4
Ra = 10E3 Ra = 10E3

Fig. 11 Local Nusselt number distribution on the left hot wall for case 2, baffle attached
the upper inclined wall of the cavity
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LB=0.25L , Ra = 10E6

L 2

o
|
A

Without baffle|
HB =0.3 H*
HB = 0.4 H*
HB = 0.5 H*

*

+
[
A

LB=0.25L , Ra = 10E6

Without bafflej
HB =0.3 H*
HB =0.4 H*
HB =0.5 H*

Fig. 12 Local Nusselt number distribution on the left hot wall for Ra = 10°.
A. Case 1, baffle attached the horizontal bottom wall.
B. Case 2, baffle attached the upper inclined wall.
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Fig. 13 Average Nusselt number distribution with Rayleigh number on the left hot wall
A. Case 1, baffle attached the horizontal bottom wall.
B. Case 2, baffle attached the upper inclined wall.
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DYNAMIC BEHAVIOR OF NON - RETURN VALVES
OPERATING AT SMALL OPENING

Dr. Ali A.M. Al-Asadi Dr. Hameed D. Lafta Msc. Ali W. Abbas
Ministry of Higher Mechanical Engineering Dep. Mechanical Engineering Dep.
Education College of Engineering College of Engineering
and Scientific Research Kufa University Kufa University
ABSTRACT

In the present work a general dynamic behavior of non return valves subjected to jet
flow is presented. The differential equations of valve motion and discharge were developed in
a non-dimensional from, in terms of suitable dimensionless variables and parameters of the
valve system.

The derived equations are coupled nonlinear differential equations. Thus, a computer
program was developed using a package called (MatLab) to solve these equations. The study
shows that there are three types of the valve responses depending on the overall hydrostatic
pressure difference and it is found that the valve vibrating at a constant limit cycle, which is
leading to the failure of the system. It is also shown that the limit cycle frequency decreases
with increasing the stiffness parameter and inertia factor. Finally the study shows that the
losses factor has negligible effect on valve vibration and discharge.

KEY WORDS: - Dynamic, Return valves, Nonlinear equations
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NOMENCLATURE
Symbol Meaning Units
a Acceleration m/s’
A Area of the pipe m*
A2 Area of the pipe upstream of valves m°
A3 Area of vena contract in the valve gap m*
A4 Area of the pipe downstream of valves m?
Ao Area of the orifice m*
C Damping N.s/m
Ce Valve contraction coefficient -
Cyq Valve velocity coefficient -
Cy Valve discharge coefficient -
g Gravity acceleration m/s’
he Head losses over the length (L) m
lij Inertia of the fluid between any section i-j m
k Stiffness N/m
K Dimensionless Stiffness -
Leg Equivalent pipe length m
Lij Pipe length over section i-j m
Lo Length of jet through valve m
P Pressure N/m?
q Discharge m°/s
Q Dimensionless discharge -
r Radius of the pipe m°
t Time S
v Velocity m/s
w Avrea of the valve m°
X Valve displacement measured from seat m
X Dimensionless Valve displacement -
Xo Valve initial ( no load ) opening m
Xo Dimensionless Valve initial opening -
Greek Symbols
Symbol Meaning Unit
¥ Overall losses coefficient -
A Dimensionless inertia factor -
Oo Dimensionless inertia factor of the jet -
v Dimensionless mass ratio -
T Dimensionless time -
To Shear on the pipe wall N/m
¢ Damping factor -
0 Dimensionless downstream pipe area -
n Dimensionless down steam pipe -
y Specific weight -
P Fluid density Kg/m®
® Reference frequency -
A Integration factor -
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INTRODUCTION

Check or non return valves are widely used in many power or process plants. They are
unique because in their main mode they operate without receiving any out side help usually
do not give indication of their setting. Furthermore, they must be reliable and must be able to
operate for an extended period, thus they must be carefully designed J. W. Hutchison 1976
\Various types of these valves and their application have been described by Siikonen 1983, in
the technical research center of Finland, suggested a computational method for the valve
dynamics. The method consists of a hydraulic part and a five equations model describing
valve dynamics. These equations are coupled ordinary differential equations. Some important
parameters for the boundary condition were determined experimentally, such as losses,
discharge coefficient etc. The hydraulic equations were solved using the method of
characteristics. The method gives good indication of behavior of non — return valves under
unsteady flow condition.

Renold and Soung 1976 examined the hydraulic performance characteristics of large
diameter titling desk check valves. In particular, design parameters of pressure drop during
normal operation, maximum permissible flow during valve closure, and maximum hammer
surge are considered. Equations and coefficients were provided, for evaluation of pressure
losses, as a function of desk angle and line Reynolds number .A method of calculating fluid
torques on a moving disk In general, all the design techniques developed are general and can
be applied to the most check valves design.

Kubie 1982 studied the performance and design of plug type check valves. Full non-
linear equations of system, which are consisting of pipeline, pumps and check valve, were
developed Using Newton second law, effect of different parameters such as discharge
coefficient and inertia was developed. In particular, the work demonstrated that the check
valves could not be properly designed without having enough information about the system in
which they are to operate where the valves vary sensible to the system components specially
inertia effect

Weaver and Dubi 1978 studied experimentally the flow-induced vibration of a check
valve with a spring damper to prevent slamming. Both prototype and two- dimensional
experiments were conducted to develop  an under standing of the mechanism of self-
excitation as will as the phenomenon was studied is considered to be the same as that causing
vibration in numerous other flow control devices.

More research is being done and attempts are being made to develop an understanding
of mechanisms of excitation. However, in many cases it is still necessary to use cut and try
methods.

MATHEMATICAL MODELING

The basic system considered in the analysis is consisting of check valve, constant
presser reservoir and connecting pipeline system. The excitation mechanism nature can be
understood through the physical modeling and flow visualization. Through the physical model
and flow visualization studies, an understanding of the excitation mechanism was developed.
Furthermore, it was established that the effect of the unsteady separated flow around the valve
is not an important part of the mechanism. Thus it was felt that the behavior of the valve
might to be modeled satisfactory using simple one dimensional fluid mechanism Weaver and
Ziada 1980. Therefore, the valve can be represented as an orifice with time varying area, in
general pipeline system as show in Fig .(2). Water hammer occurred on each closure but was
found to die out before valve recluse and, hence, it is not important phenomenon of the valve
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Weaver et.al. 1975. Vortex shedding occurred in the wake of valve clapper during each cycle
but this also played on role in the excitation mechanism Weaver et.al. 1975 . The pressure
difference between up stream and down stream orifice is the same pressure acting on the up
and down valve. Dynamic behavior in general pipeline system is influenced by the
characteristics of rest of the system, especially the fluid inertia effects.

Referring to Fig.(1), which shows the forces acting on an element in the pipeline
system, using Newton's second law and remembering that the flow is incompressible fluid
flow, gives .

- ds .
S
F=PA A.OTr ___________________ )<_F,- = (Py+dp)A
1

Fig.(1). Forces acting on an element in the pipeline system.

ZF:m.a

PiA—(p; +dp)A—rz,(2ar)ds = pAdS(y + ﬂ) (1)
ds dt
Re — arranging eq. (1), and dividing by y = pg , A = mr ,then
_%_ZTodS:V@_i_dsy )

rr g gdt
Substituting for vdv =1/2 dv*, then eq. (2) becomes

dp dv® 2r,ds dsdv
=t ®3)
y 29 yr gdt
Eq. (3) applies to unsteady flow of both compressible and incompressible real fluid.

For incompressible flow that are considering here vy is constant, so it can be integrate
directly between point i and j and substituting for the distance between them L, then eq.(3.3)
becomes:

P — P, +vi2 -V _ 2L, +idvj
y 29 yR g dt
27, L
7R 5484
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Where term represents the head losses (h,) over the length (L), thus the Eqg. (4)
becomes:

2
povi _ P Y L v,
B it Ep T I hL _J - J
y 29 y 29 g dt
()
Eq. (5) is the same as the steady flow equation, with addition of the last term, {i%} which
is called the accelerative head. |
The head losses term can be expressed in terms of velocity, v, which is defined as:
V2
h =¢ —-
NPT (6)
Where:
@; = loss factor
Substituting for eq.(6) in eq.(5), then
2 - v2 L.
LIRS T R ™)
y 29 29 gA, dt

where in general q=VA
Equation above is the unsteady Bernoulli equation, where P, y, v,¢ , and g, are the pressure,

specific weight, mean velocity, turbulent losses factor and discharge respectively.
Applying eq.(7) between sections 1 & 2 as shown in Fig.(2) to get the equation of

motion of the water column in the upper stream pipeline system, thus:

Py V12 P, Vé L, , de
A 2y 22 8
( (0172)2g g dt (8)

y 20 vy
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AN

(ERD T

Fig.( 2). General pipeline system with valve modeled as an orifice

Applying Eq.(7) between section 2 & 3 to get equation of motion through the orifice, then
2

2
&+V_2:&+(1+¢273)V_3+£d_q
y 29 7y 29 gA; dt

Where:

9)

L,.3= is the jet length.

Referring to Fig.( 2), which shows the orifice in the pipeline system, it can be noted
that the streamlines continue to converge for short distance downstream of the plane of the
orifice. Hence the minimum-flow area is actually smaller than the area of the orifice. To relate
area of minimum flow, which is often, called the contracted area of the jet, or vena contract,
to the area of the orifice Ao, using the contraction coefficient, which is define as:

A =C A,
(10)
Where:
Cc: contraction coefficient.

The velocity beyond the orifice section,vs, can be eliminated by means of the continuity

equation. Solving eq. (9) for vs, then

2__ 29 {&_E_ﬁd_q} (11)
’ l_(AgT y 7 gA dt
A,

The discharge, is given by V3Ag3, or, in terms of eq.(10) & eq.(11) is given by:
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29 Pz_Ps szs dq
=C - — 12
1=CA l_(ccA.T( y A, dtj (12)
A,

Equation (12) describes the discharge for the flow of an incompressible fluid through
an orifice; however, it is valid for relatively high Reynolds number John et.al. 1990. For low
and moderate values of Reynolds numbers, viscous effects are signification and, an additional
coefficient of viscosity must be applied to the discharge equation to relate the ideal flow to the

actual flow. Thus for viscous fluid flowing through an orifice, the following discharge

equation can be established:

29 Pz _P3 L273 dq
=C, : — 13
| A 1_(CCA.j£ 4 A, dtJ (13)
A,

Where Cy is the discharge coefficient and it is given by
Cq=C\C¢

It is should be noted that the contraction and discharge coefficient in eq. (13) will
generally depend on valve’s geometry, position and velocity in a way that cannot be
predicated theoretically Daily and McCloy .

Referring to Fig.(2) and applying eq.(8) between sections 3 and 4 to get the equation
of motion for the expanding jet, then:-

2 2
&+V_3:&+(1+¢374)V_4+£d_q
y 29 vy 29 gA, dt (14)
Applying eq.( 8) between sections 3 & 4, thus:
2 2
&+V_4:&+(1+¢4_5)V_5+£d_q
y 29 7y 29 9A dt (15)

Equations (14) & (15) represent the equations of motion of water column in the down stream
pipeline system.

As the valves dynamic behavior is strongly influence by characteristics of the rest of
the system, especially the fluid inertia effects Ly, it is useful to include theses in the
expression for the discharge through the valve. This may be done by substituting for

(P2-P3)/y in eq.(13) after assuming that the velocity,V1= Vs= 0, thus:
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29 L'J dq L, 5 dq VZ V32
:C —_— —_— —_—

Ay (16)

In this equation and those, which follow, the summation signs for the values of losses and
interfaces exclude those values of the valve, section 2-3 and this attributed to the fact that
those coefficients at the valve section are depending on the valve displacement while all
others are constants.

Eqg. (6) may be substituting for the turbulent losses in terms of losses coefficient, ¢jj, and the

velocity head in the pipe just downstream of the valve, (V.%/2g), thus:

V2

h-R Ly dq
7/ Z¢U 29 Z

gA; dt
1_(CCAOJ2 .5 dg Afv42+A2v2

P

gA, dt A7 29 A7 2g

(17)

The eq.(17) can be simplified by putting losses coefficients , ¢y , in terms of overall

losses coefficient, y, which is define as:
_ oy ¥
V=AY (19
i

Substituting for eq. (18) in eq.(17), then

29 /4 29
1_(% NoLada ATV ATV
A,

q=C4A (19)
gA, dt A7 29 A 2g

Assume (Leg) is the length of pipe, of constant cross section-area A4 that have the same
inertia effect as the actual pipe. If the pipe consists of section of different cross-sectional area,

then the equivalent length (Leq) may be defined as:
Ly = A4Z Li /Ay (20)
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Therefore it can be simplified the inertia term in Eq.(19) by substituting eq.(20) and
substituting for g = A4vg, thus: to get:

2 2 7
2gAH —iz(y/ +A—‘;—ijq2
1 A, A, CA

- N2
p (CA) |2 AL |
A i A, C.A, )dt
Where:

AH = (P1-Ps)/y, the total pressure drop cross the system and Lo is the length of the jet (L 2-3)

(21)

of area C.A, through the valve orifice. However, it is difficult to estimate the length of this jet
and in many applications, the inertia of the jet may be neglected in comparison with rest of
the system.

Assuming that the valve can be represented by single degree of freedom system [13]
and it is equation of motion is given by:

d?x _dx
Mm—-+C—+k(x=x )J+F=0 22
4z T Cgp Tlx,) (22)

Where:

m is total effective mass, and C is the system damping including that due to fluid, k is the
elastic restoring force of the valve, X, is the zero load opening displacement of the valve, and
F is the dynamic fluid loading on the valve, and it can be determined by integrating the
dynamic pressure, Ap, over the surface of the valve:-

F=[apds (23)

where
s : surface area of the valve.
Ap : dynamic pressure.

If the pumping action of the valve is neglected and the dynamic pressure is assumed to
act uniformly over the upstream and downstream faces of the valve, so that the dynamic load
IS given by:-

F = As(p2-p3) (24)
Where A is an integration factor depends on the valve geometry and arrangement.

Substituting eqgs.(10, 14, and 15) for (P,-P3) in eq.(13) and simplifying the resulting equation
in a manner similar to that followed for simplifying eq.(21), and assuming that VV1=Vs=0, thus

P, A A, 9
F=21s(p,— ps)- R R ey I 25
|:(pl pS) 2Aj (W+A22 A32 q A4 eq dt ( )

Where p is the fluid density
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For the purpose of analysis it is convenient to represent eq.(21) and eq.(22) in terms of
dimensionless form. In addition for most flow control devices operating at small opening, the
flow area is linearly related to the valve displacement, thus the dynamic discharge equation

and the valve displacement (for more details see Appendix A) are given by:-
1

1 772 2 2
AP—|y+—=——1
C, X (V' 02 CfXZJQ
Q= T ] (26)
, (CXV 2| | g% |9Q
/. (C.X))dr
12 L
_ Lo
AP—|y+———1
d2X . _dX 1 (l// 0’ CSXZ]Q
+20 =+ K(X =X, )+Zu =0 (27)
dz? dr °7 2
na, 1dQ
i ( CCX]dT |

It should be noted that the discharge (Q) and the inertia factor (o) represent the dynamic
effects and approach zero faster than the displacement X and are equal to zero when the valve
is closed.

- RESULTS & DISCUSSION

The governing differential equations obtained in the present study are coupled non-
linear differential equations in terms of valve discharge and displacement and until this time
there is no way to be solved analytically. Thus, a numerical solution was adopted to obtain the
solution for displacement and discharge. For this purpose computer simulation programs are
developed using a package which is called MAT LAB. The flow chart of the program is
shown in appendix (B). The general results are presented below for the most instructive and
interesting cases. Also, for the purpose of comparison, the present results are compared
quantitatively with the experimental data for specific case of a swing check valve.

In parametric study, the valve and discharge contraction coefficients are assumed
constant, because there is no way to predict their variation with accelerating and decelerating
flows or as a function of the valve motion.

The computations were executed show that there are three types of response
depending on the overall hydrostatic pressure difference across the valve:

1- The valve undergo small damped oscillations and come to rest at an opening for which
the static pressure drop across the valve is balanced by the valve elastic restraint. This
occurs for (AP<2.6).

2- The valve closes for several times and come to rest in a closed position. This occurs
for (AP>40).

3- The valve oscillates at a limit cycle of constant amplitude. This occurs for (2.6
<AP<40).

The latter case will be carefully discussed because it represents greatest insight into the
system's behavior. Also, such results offer the possibility of comparison with experimental
observations of vibrating structures.

The numerical values of the system parameters adopted in the present study are of
typical values and are shown in table (1).
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Table (4.1). Dimensionless parameters of the system.

Parameter symbo value
Stiffness K 0.9
Initial opening X0 0.5
Pressure difference AP 26.7
Damping factor & 0.45
Inertia factor o 1372
Losses factor ] 40
Mass ratio T 0.032
Avrea ratio n 4.64
Discharge coefficient Cd 0.85
Contraction coefficient Cc 0.8

- EFFECT OF STIFFNESS PARAMETER (K)

Figs (3), (4), and (5) show the variation of the valve displacement against the
dimensionless time for different values of stiffness parameter and hydrostatic pressure
difference.

It can be see that for low hydrostatic pressure difference (AP=1.8) the increase in
stiffness leads to increase in the maximum overshoot. In control system the over shoot must
be not exceeding 20 percent for design specification Weaver and Dubi [5], this makes the
stiffness more than 0.9 unacceptable for the valve application. For high hydrostatic pressure
difference (Ap=42.6) the valve opens for a several time and closed and remains closed. In this
case, the increase in stiffness only increases the amplitude. For intermediate hydrostatic
pressure difference (Ap=26.7), the behavior is similar to that observed in both the prototype
valve model experiments reported by Weaver and Dubi [5].

Further insight is obtained by examining the discharge variation as a function of the
valve displacement as shown in Fig (6). The plot is similar to the experimental curve reported
by [6] and show that the maximum discharge occurs after the valve has reached its maximum
opening.

- EFFECT OF INERTIA FACTOR (A)

Figs.(7), (8) and (9) show the variation of the displacement against dimensionless
time for different values of inertia factor and hydrostatic pressure difference . Whereas Fig.
(7) shows that the increase in inertia factor has no effect on the amplitude of oscillation for
low hydrostatic pressure difference (Ap=1.8), the effect only appears at small inertia on the
final rest of the valve. While, Figs. (8) and (9) show there are no effect of inertia factor on the
amplitude at moderate and high hydrostatic pressure differences.

It also has been shown in Fig.(10) that for intermediate hydrostatic pressure difference
the flow reaches its maximum discharge very shortly after the valve reaches its maximum
displacement for small fluid inertia. Significantly, the discharge also reduces much more
gradually during closure so that the rate of change of discharge and dynamic pressure is
considerably reduced. This resulting in that the valve oscillates at a higher frequency (near its
natural frequency) and the motion is much more nearly simple harmonic motion.
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EXPERIMENTAL VERIFICATION OF MODEL

Figs (11-a) and (11-b) show comparison of the theoretical predications with
experimental results of limit cycle amplitude and frequency respectively. The spring stiffness
and the frequency has been normalized with respect to the natural frequency of the valve in
quiescent fluid in order to emphasize that these self-excited vibrations do not generally occur
at the structural natural frequency.

While the results of the foregoing section shown that the displacement and discharge
characteristics agree qualitatively with experimental observation, these curves demonstrate
that the quantitative agreement is reasonable as well. Apparently, the theory underestimates
the limit cycle amplitude by about 20 percent while overestimating the frequency by similar
amount. It is thought that the difference is primarily due to the assumption of constant
discharge coefficient.

- CONCLUSIONS

The main conclusions can be summarized as follows:

e A theoretical model has been derived for self-excited vibrations of valves subject to
the jet flow mechanism of instability is sufficiently general that it is considered
applicable to a large variety of flow control devices operating at small openings.

e When the valve is considered to be elastically restrained by support stiffness K at
small initial opening (zero hydrodynamic load), its response to some disturbance can
be classified into a three categories:

o It may undergo small damped oscillation and come to rest at an opening for
which the static pressure drop across the valve is balanced by the valves elastic
restraint. Such behavior is dynamically stable and is the desired response for
flow control structures.

o It may open, perhaps bounce several times, and come to rest in a closed
position.

o Valve may repeatedly open and close again and thus oscillate at some constant
limit cycle amplitude. This represents a dynamically unstable system.

e 3 -Motion of the flow control device is far from simple harmonic and the discharge
does not reach its maximum value until the valve has completely opened.

e 4 -Numerical results show that for systems in which the discharge variations are large
and the fluid inertia is significant the system behaviors highly nonlinear.

e 5 -For the systems which have little fluid inertia the self-excited motion is more nearly
simple harmonic and a much simpler analysis may be applicable.
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Fig.(4) Effect of stiffness variation on valve displacement,(Ap=42.6).
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Fig.(5) Effect of stiffness variation on valve displacement at (Ap=26.7).
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APPENDIX (A)
In addition, for most flow control device operating at small opening, the flow area is

linearly related to the valve displacement, thus:
Ao=Wx (A1)
Where:
W: area of the valve and x is valve displacement.
Consequently, the following dimensionless parameters are defined by:

- c
Damping 2m o
o =X
Frequency m
X =X
Displacement d
X =Xo
Zero load opening °d
K=
Stiffness K,
Time T=ot
_—
Down stream pipe area Wd (A2)
oA
Upstream pipe area A
Over all pressure difference AP = 2Ap :
plwid)
Discharge Q= W
Inertia factor of pipe a= 2L
Ad
Inertia factor of the jet a, = 2L,
Ad
_ Pspd
Mass ratio om
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The dynamic discharge equation (23) is given in terms of dimensionless parameters and
displacement, by substituting Egs. (A.1) and (A.2) thus:

2(P1_P5) i(l//—l—i Aj qu

A 0> (C.Wxd)
o - C,WXd P ; (Cwxd) (AS3)

2
L[ Cwxd 2w L, + AL, |dg
A, A, (Cwxd) dz
Multiplying and dividing Eq.(A.3) by (Awd), then:
AP 1f 1 A
cwxd  |(d)| . AL 0 (cwxd)
cwxd Y ||Ged)’ | 20 AL, |dg
1- ¢ - eq+

A, C.Wxd)dr
A, 4 ( ) (A4)
Or
Z(Pl_Ps)i W i_ Af qz
C,WXd | pllad)? AFLT 07 (Cwxd)’ ) (lad)’
q= (Awd)
cwxd )’ 2 AL, |dg
1-|— 7| bat d-
A A, 22 ad (CWwxd))dr
2 (A.5)
Substituting Eq.(A.2), in Eq.(A.5), and dividing by (A4wmn),then:
_ 1
1 772 2 |?
AP—|y+——
Q Cd x (W 92 Cc2 X ? ]Q
= 1
2 CC X ? 2 - 0{ + ﬂ d_Q
U/ 0 | (C.x))dr
(A.6)

In order to obtain the valve equation of motion (displacement) in terms of dimensionless

parameter using Egs. (A.2) and (A.6) then Eq. (22) becomes:-

AP—((//Jri— n” ]QZ

2 02 CZxZ

d X +2§d—x+K(X—X )+1y ‘ =0 (A.7)
dr? °

T dr 2 nee, \dQ

i ( CCX]dT ]
Or
d*X dXx 1 . .
= +20 ot K(X —XO)+§IUAP =0 (A8)

Where AP* is given by
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* 1 n’ 2 dQ
AP =| AP |y +—=— —a—=
{ (W- 0* CfXZJQ dr
APPENDIX ( B)
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SEPARATION OF OIL FROM O/W EMULSION BY
ELECTROFLOTATION TECHNIQUE

Ahmed A.Mohammed,Ali Jassim Mohammed Al-Gurany
Environmental Engineering Department, College of Engineering, University of Baghdad,

ABSRACT

Dilute emulsified oil in water (50-500 ppm) was removed by electrocoagulatin and
electroflotation process. Effects of various parameters such as current density, initial pH, sodium
chloride concentration, different electrodes material, gap, temperature, electrodes surface area, and
treatment time on the removal efficiency were studied in batch and continuous mode.It was found
that the higher removal efficiency (99%) achieved at pH of 7.5 for Al/Al electrodes while for iron
electrodes at pH 8 in the batch mode.

The removal efficiency increased and the treatment time decreased with increasing the current
density and decreasing the gap distance between electrodes.

The removal efficiency was (99%) at 10 min for Al/Al electrodes, (98.6%) at 12 min for Al/St.St.
electrodes, and (97.4%) at 12 min for Fe/St.St. electrodes.

The present results showed that the best temperature was 60°C .The best concentration of sodium
chloride was found to be (400 ppm) when the oil concentration was (500 ppm). Also it was found
that a vertical Al/Al electrode was the best type with an electrical energy consuming (3.36
kWh/m?).

In the continuous experiments, the removal efficiency enhanced with increasing flow rate. A
multiple linear regression model was used in order to relate experimental data to a statistical model
with a correlation coefficient of (0.909) and variance (0.827).

KEYWORDS: emulsion, electroflotation, separation
Ladal)
S Jie @l juriasae S A 50 a8 Sl yeSl) Gy ghaill 48, )y Jusd (50-500 ppm) sball (& sl 311
G5, Y (e Ailasall) Apndaaal) dalosal) 51 pal) A o, U] D i a g geall 3y 5 518 5 53 dpcaalad) A1 Ll
CUEY (PH=7.5) daasls a5 (999%) 3:S e o an g o laill ey Aun sl by 351 4151 3018 e daladl)
(pH=8) (& dpmalall Alall ) S5 Larie Fe/St.St ladY 4l Ll AI/A
25 ALY (o ALl 30 ) ade aa B AL jeSI) Ll Z8GS 32k o J8 Aalaall (e g 2o 35 A Y1 LS (o) i S8
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INTRODUCTION

Oily wastewater has remained problematic in various industries four decades. The major
industrial sources of oily wastewater include petroleum refining, metals manufacturing, and food
processing. This wastewater contains lubricating oil, grinding oils, cutting oils, and coolant oil-
water emulsions with a possible soluble and emulsified oil content that varies from 100 to 5000
mg/l (Yang, 2006).

Types of oil-water mixture may be classified as oil and grease present as free oil, dispersed oil,
emulsified oil or dissolved oil. Free oil is usually characterized by an oil-water mixture with
droplets greater than or equal to 150 microns in size while a dispersed oil mixture has a droplet size
range between 20 and 150 microns, and an emulsified oil mixture have droplet sizes smaller than 20
microns. Wastewater with an oil-water mixture where the oil is said to be soluble is a liquid where
oil is not present in the form of droplets (the oil particle size would be typically less than 5 microns)
(Rhee et al., 1985).

SOURCES OF OIL AND GREASE IN OILY WASTEWATER

Petroleum refining and oil re-refining, used oil and re-refining operation, from fractions oil and
primary distillation through final treatment, contains various oils and organosulfur compounds in
their wastewaters. Crude oil producing facilities emulsified of wastewater from oil field operations
may contain drilling muds, brine, free and emulsified oil, tank-bottom sludge and natural gas. Many
oil-bearing beds have brine-bearing formations. Oil and gas must then be separated from the
wastewater; this wastewater is typically a brine waste containing some oil contamination and must
be disposed (Rhee et al., 1985).

CONVENTIONAL METHODS OF TREATING OILY WASTEWATER

The treatment of oily wastewater has been addressed by different techniques; the most commonly
used are the physical methods include heating, centrifugation, precoat filtration, ultrafiltration, and
membrane process. ultrafiltration and membrane processes have been actively pursued (Um et al.,
2001; Gryta et al., 2001).

The chemical destabilization (conventional coagulation) is used directed toward the
destabilization of the dispersed oil droplets or the destruction of emulsifying agents present in a first
stage followed by the removal of the separated oil. This treatment accomplished by addition of
hydrolyzing metal salts (Fe** or AI**) as coagulant reagents, which are still the most widely used
reagents for demulsification. The process usually consists of rapid mixing of the coagulant with the
wastewater followed by flocculation and flotation or settling.

Currently the treatment of oily wastewater applies a primary treatment to separate the floatable
oils from the water and emulsified oils. A secondary treatment phase is then required to break the
oil-water emulsion and separate the remaining oil from the water. Primary treatment takes
advantage of the differences in the specific gravities of the oils and grease and the water. Then
subsequently skimmed oils and grease floated from the wastewater surface.

Dissolved-air flotation is another process for the supplemental treatment of oil-water separator
effluents for reducing oil and suspended solids to low levels. Its success depends on the use of very
fine air bubbles to increase the rate of suspended particles so they can be floated to the surface for
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removal. It is, in effect, the opposite of sedimentation. Dissolved-air flotation can be used alone or
in combination with flocculation (flocculation-flotation) (Canizares et al., 2007).

ELECTROCHEMICAL TECHNOLOGIES FOR WASTEWATER TREATMENT

Electrochemical technologies have recuperated their importance in the world during the past two
decades. There are different companies supplying facilities for metal recoveries, treating drinking
water or process water, treating various wastewaters resulting from tannery, electroplating, dairy,
textile processing, oil and oil-in-water emulsion, etc. At the present time, electrochemical
technologies have reached such a state that they are not only comparable with other technologies in
terms of cost, but also more efficient and compact.

The development of design and application of electrochemical technologies in water and
wastewater treatment have been focused particularly to some technologies such as electroflotation,
electrocoagulation, and electrooxidation.

This new rise of electrochemical has also been due to the relative reduction in the operation and
investment costs. The electrochemical has the potential to be competitive with respect to both
economical and environmental criteria for treatment of wastewater and other related water
management issues (Saur et al., 1996; Hosny, 1992; Mollah et al., 2001; Chen et al., 2002).

EXPERIMENTAL WORK AND PROCEDURE

This paper contains description of apparatus, materials and analysis measurement methods of oil
emulsion which were used in the test of experimental work.

The experimental work was performed in two parts (batchwise and continuous) for the treatment
of emulsified oil. The effect of oil concentration, electrode type, gape, pH, NaCl concentration,
applied potential, surface area and treatment time were studied.

EQUIPMENTS AND APPARATUS

The following measuring devices were used in experiments
e Digital pH meter, model orion 3star, thermo electron, USA.
e Combo meter, model combo (Conductivity/TDS/Temp.), HM Digital, Korea, with a range
(0-9990 uS/cm), Temp. =0-80 °C.
Power supply, Iragi model VS/CS 25A, 35V, Irag.
Blender mixer, AL-Arabi blender MX-5200, Egypt.
Ultraviolet spectrophotometer (model GENESYS™ 10 spectrophotometers; thermo), USA.
Dosing pump ,H.R. flow inducer ,Watson —Marlow limited ,England
Electrical balance, Sartorius, digital indicator with capacity (210gm).
Beaker, pipettes of various size.
Electrical heater, power= 100 w, china.

O/W EMULSIONS PREPARATION

The oily phase of the emulsion is prepared from using a common lubricant oil (Babel-40
provided by AL-Doura refinery, Irag), and an emulsifying agent (R.T.K. provided by BRB CO.,
UK), 0.5 gm oil and 0.12 gm emulsifying agent mixed together in separate beakers, to prepared 500
ppm of emulsified oil then stirred until a homogenous liquid was obtained. The salt content of the
emulsion was adjusted by adding a suitable amount of sodium chloride solution which prepared
separately by dissolving 0.2 gm of NaCl in 1 liter of distilled water. Conductivity of Sodium
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chloride (NaCl) solution was measured by combo meter to achieve a conductivity of (up to 452
puS/cm). Then the contents of the two beakers were mixed and stirred by using blender mixer to
obtain the oil emulsion desired.

BATCH EXPERIMENTS

The experiments were carried out in batch laboratory electroflotation cell (Fig.1-a) a glass cell of
internal size 12 cm x 12 cm x 30 cm (width x length xheight) with an effective volume of 4L. It is
provided with two electrodes: aluminum or iron as anode and stainless steel as cathode. In the
electroflotation cell configuration, the monopolar aluminum or iron plate electrodes were used. The
spacing between electrodes varies from 1-4 cm. whereas, the oil emulsion batch 3L for each
experiment we used. Electrodes were placed in the oil emulsion and connected to terminals of a DC
Power Supply. The voltage and current flowing through the cell were measured with a multimeter.
The emulsion was maintained at the desired temperature by portable immersed heater. Samples
were taken from the cell using a pipette tube to avoid passivation of the electrodes, the
electrochemical cell and electrodes were entirely cleaned after each experiment with detergent and
ethanol. All experiments were carried out at room temperature near 30°C. pH of the emulsion was
adjusted at the desired value by adding 1M (NaOH or H,SO,) . pH meter was used to measure the
pH value. While conductivity of emulsion was measure using Combo meter. The same procedure
applied in batch mode was applied in continuous experiments.

CONTINUOUS EXPERIMENTS

In continuous experiments, the electroflotation cells with a total volume of 3.5 liters are shown in
(Fig.1-b). It is divided into two compartments. The first size of compartment is (9cmx12 cm x 30
cm) which provided with two electrodes. This compartment receives the influent from a hold
conical flask by a dosing pump. The size second compartment is (9 cmx 12 cm x 9 cm) which
received the effluent and undergoes to settling of the suspended solids .The bubbles formed at
electrodes and effluent are in co-current movement. Electrodes were connected to terminals of a DC
Power Supply. Multimeter was used to measure the current passing through the circuit and the
applied potential, respectively. The pH values in the cell were measured using a pH meter and
adjusting pH of emulsion by 1M (NaOH or H2SO4).while, the conductivity of emulsion was
measured using Combo meter.

| D.C.power suppl}'l Feed flagk D.C.power supply

conductivity meter D

N\

Anmmeter

) Cathode Anode
Anode ‘ / conductivity meter

| I \ 1/
Ax ter
B— PH meter \ l

H
,,o\ LL " oute

Dosing pump
Electroflotion cell Electroflotion cell

(a) (b)

Fig.(1): Schematic diagram of batch and continuous experimental.

Cathode

L]

PH meter

(a) batch mode, (b) continuous mode
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RESULTS AND DISCUSSION

This research is mainly focused on the electrocoagulatin treatment of emulsified oil. The effects
of: initial pH, initial oil concentration, temperature, NaCl concentration, electrodes type, surface
area, applied potential and treatment time value were studied to evaluate the EC progress. The olil
removal efficiency was estimated from experimental tests for all electrodes types. Two parts were
used during electroflotation treatment:

(i) Batch experiments.
(if) Continuous experiments.

BATCH EXPERIMENTS

- Effect of applied potential

The variation of removal efficiency and energy consumption with time for different applied
potentials are shown in figs.(2 and 3) from these figures it can be seen that both the energy
consumption and the removal efficiency increase with increasing applied potential (5V- 35V). This
can be explained by the fact that with an increased in the current density, the aluminum production
on both anode and cathode increased resulted in an increased in the floc production in the solution
.In addition bubbles density increases and their size decreases resulting in both greater upward
momentum flux and increased mixing. Therefore, the highest removal efficiency 98.2% with lowest

electrolysis time (28 min) at applied potential 35V by using horizontal (A/Al) electrodes was
achieved.
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Fig.(2)Variation of oil removal efficiency

with different applied potential (Horizontal Al/Al
electrodes, [0il] =500 ppm, [NaCl] =200 ppm,
gap=1 cm,30°C, AAA=182.47cm?).

Fig.(3)Variation of energy consumption with
different applied potential (Horizontal Al/A
electrodes, [0il] =500 ppm, [NaCl] =200 ppm,
gap=1 cm,30°C, AAA=182.47cm?).

- Effect of initial pH

pH is an important parameter in chemical and electrochemical coagulation. The effect of pH on
the removal efficiency is plotted in fig.(4). Adjusting the pH in the range (3.5-8.5) using 1M (NaOH
or H,SO,4) and applying 35V, this figure shows the removal efficiency as a function of treatment
time at different initial oil emulsion pH values. The higher oil removal efficiency (98.2-98.3%)
attained in the pH range of (3.5-8.5). The pH effect in the removal efficiency is very significant in
pH 7.5 (98.2%) with electrolysis time 28 min and energy consumption of 4.19 kW/m?. While for
the other values of pH the time required to achieve the same removal efficiency increased in the
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range (46-62 min) in the acidic medium and about (40 min) at pH 8.5. With increasing the treatment
time (28-62 min) the electrical energy consumption increased from (0.93 -8.19 kWh/m®), this is
shown in fig.(5) by plotting energy consumption against time at different initial pH. It is that
increasing pH from acidic to neutral values lead to stands for the whole oil droplets/precipitate
particles system. This behavior can be explained in terms of the charge reversal of the aluminum
hydroxide precipitates from positive to negative, for pH values over 8. These negative charges
produce repulsion forces between the oil droplets (negatively charged) and the particles of
precipitate, and consequently avoid the attachment of more than one droplet to a particle of
precipitate, and the subsequent coalescence of the droplets, causing therefore increase time of oil
removal efficiency.
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- pHetS ——pH=8.5
0 : ’ : : : : . . 0 i y y y y i
0 10 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70

Time (min) Time (min)

Fig.(4) Variation of oil removal efficiency with Fig.(5) Variation of energy consumption with
different pH (Horizontal Al/Al electrodes, 35V,  different pH (Horizontal Al/Al electrodes, 35 V,
[0il] =500 ppm, [NaCl] =200 ppm, gap=1 cm [0il] =500 ppm, [NaCl] =200 ppm, gap=1 cm
,30°C, AAA=182.47 cm?). ,30°C, AAA=182.47 cm?).

-Effect of initial oil concentration

The removal efficiency of emulsified oil at various initial oil concentration (50-500ppm) with
different electrodes direction are shown in figs.(6 and 7).In the case of horizontal (Al/Al)electrodes,
figure(4.5) the time required to achieved the higher removal efficiency (98.2%) increased from (16-
28 min ) with increasing initial oil concentration from (50 -500 ppm).while vertical (Al/Al)
electrodes had a better removal efficiency (98.6%) achieved at time 10 min for initial concentration
(300 ppm). From the two figures below it can be seen that the electrodes direction effect on time
and removal efficiency.
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Fig.(6)Variation of oil removal efficiency with  Fig.(7)Variation of oil removal efficiency with

different oil concentration (horizontal Al/Al different oil concentration (horizontal Al/Al
electrodes, 35V, gap=1cm, pH=7.5, 30 °C, electrodes, 35V, gapzlcm, pH=7.5, 30 °C,
AAA=182.47 cm?). AAA=182.47 cm®).

-Effect of initial temperature

The effect of the electroflotation cell temperature on the oil removal efficiency is shown in
fig.(8).The removal efficiency showed a tendency to increase with an increase in temperature. The
higher removal efficiency (98.8%) achieved when the solution temperature 60°C with treatment
time 9 min. An increase in the temperature resulted a decrease in the oil emulsion stability due to an
increase in the adsorption rate, because the Van der Waals forces and Brownian motion increase
and decrease the viscosity of the continuous phase film. This would contribute to increase
coalescence rate, through an increased probability of film rupture (Becher, 1966).
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Fig.(8) Variation of oil removal efficiency with different temperature
(Horizontal Al/Al electrodes, 35V, [oil] =500 ppm, [NaCl] =200ppm,
gap=1 cm, pH=7.5, AAA=182.47 cm?).
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-Effect of sodium chloride concentration

Sodium chloride concentration was varied to evaluate the impact of solution conductivity on
electrocoagulation. Figure(9) shows the relationship between sodium chloride concentration and
removal efficiency with time. From this figure it can be seen that increasing sodium chloride
concentration (50-400 ppm) leads to an increase in the removal efficiency with decreasing in
treatment time required to achieve the highest removal percent. When using 50 ppm NaCl, the
maximum removal efficiency achieved (98%) at time 13 min. while increasing the NaCl
concentration to 400ppm resulted in 98.9% removal efficiency at 7 min. This means that the time
decreased as the solution conductivity increases.

The increase in the oil removal efficiency attributed to a change in the ionic strength due to
changing conductivity of the emulsion medium. lonic strength affects on the oil emulsion
destabilizing which occurring between charged species and oil droplets during EC.

The relationship between solution conductivity and energy consumptions is plotted in fig.(10).

From this figure it can be concluded that the energy consumption increases from 1.99 to 4.12
kWh/m? with increasing conductivity.
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Fig.(9) Variation of oil removal efficiency with  Fig.(10) Variation of energy consumption with

different NaCl concentration(vertical Al/Al different NaCl concentration(vertical Al/Al
electrodes, 35V,[oil] =500 ppm,gap=1cm, electrodes, 35V, [oil] =500 ppm,gap=1cm,
pH=7.5,60 °C,AAA=182.47 cm?). pH=7.5,60 °C,AAA=182.47 cm?).

-Effect of electrodes surface area with different gap

Three electrodes types with two different sizes are used to investigate the effect of electrode size
and gap between electrodes on the removal efficiency. The results are shown in fig.(11 and 12) for
(Al/Al) electrodes. It can be observed that increasing the active area from (182.217 -273.12 cm?)
enhanced the removal efficiency and reducing the treatment time required.
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Fig.(11)Variation of oil removal efficiency Fig.(12)Variation of oil removal efficiency
with gap (Vertical Al/Al electrodes, 35V with gap (Vertical Al/Al electrodes, 35V,
,[0il] =500 ppm,[NaCl]=200 ppm,pH=7.5, [0il] =500 ppm,[NaCl]=200 ppm,pH=7.5,
30°C,AAA= 182.47 cm?). 30°C,AAA=273.12 cm?).

-Effect of electrodes material and current density

The influence of different electrodes type and current density on oil removal efficiency are
shown in fig(13). The optimum electrode type is the vertical (Al/Al) electrode which achieved 99%
removal efficiency in 10 minutes and current density (6.33 mA/cm?).

This is ascribed to the fact that at Al/Al electrodes under higher applied potential the amount of
aluminum oxidized increased, resulting in a greater amount aluminum hydroxide. In addition, it was
demonstrated that bubble density increases, and their size decreases with increasing current density
for same electrodes type, resulting in a greater upwards flux and a faster removal of oil. As the
current density decreased, the time needed to achieve similar efficiencies increased and the results
of this research confirm this fact.

The amount of metal released with different electrodes gap is shown in fig.(14),from this figure it

can be seen that the amount of metal released depend on the gap and time. Cell with Al/Al
electrodes release an amount much than that in the Al/St.St..
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Fig.(13) Variation of oil removal efficiency with Fig.(14) Variation of oil removal efficiency
electrodes type(Vertical (Al/Al) 35V, 30 °C, with gap (Vertical (Al/Al) 35V, 30 °C,
[0il] =500 ppm,gap=1cm,[NaCl]=200ppm,). [0il] =500 ppm,gap=1cm,[NaCl]=200ppm,).

CONTINUOUS EXPERIMENTS
Effect of liquid flow rate

The effect of liquid flow rate on the electrocoagulatin efficiency of emulsified oil has been

investigated. The relationship between oil removal at different flow rates for (Al/Al), (Al/St.St.),
and (Fe/St.St.) electrodes are plotted in fig.(15~17).from those figures it can be seen that the
removal efficiency increased with increasing solution flow rate. This result could be explained by
the fact that more steady convection allowed by higher flow rates are to improve the rates of
transport and transfer phenomena of the various species in the electrochemical cell. In addition,
higher flow velocity induce a greater number of collisions between the particle of Al(OH)3¢) and
the destabilized oil droplets, thus improving the flocculation.
However, it is observed that the flow rate effect on the oil removal was more significant for the
highest values when using (Al/Al) electrodes in (fig.15). This exhibit the effect of: (i) the anode and
cathode dissolution, forming AI** and allowing coagulation, (ii) the transfer phenomena by
convective diffusion, and (iii) the flocculation phenomena. However, the influence of the flow rate
on the oil removal was more significant at high current densities. From these figures it was found
that the highest removal efficiency (99%) after 11 min electrolysis time and 10.58 mA/cm? current
density is achieved by higher flow rate (0.15 I/min),while for (Al/St.St.) electrodes fig.(16) the
highest removal efficiency 98.6% after 16 min electrolysis time and 5.6 mA/cm? current density is
achieved at higher flow rates( 0.15 I/min),and for (Fe/St.St.) electrodes fig.(17) the highest removal
efficiency 96.2 % after 26 min electrolysis time and 7.51 mA/cm? current density.
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Fig.(15) Variation of oil removal efficiency Fig.(15) Variation of oil removal efficiency with
different flow rate (Vertical Al/Al electrodes, different flow rate(Vertical (Al/St.St. electrodes
35V, [0il] =500 ppm,[NaCl]=200ppm, pH=7.5, 35V, [0il] =500 ppm,[NaCl]=200ppm, pH=7.5,
30 °C, AAA=273.12 cm?). 30 °C, AAA=273.12 cm?).
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Fig.(17) Variation of oil removal efficiency with different flow rate
(Vertical (Fe/St.St.) electrodes, 35V,[oil] =500 ppm,[NaCl]=200ppm,
pH=8,30 °C, AAA =271.44 cm?).
CONCLUSIONS

The demulsification of oil in water was achieved by electrocoagulatin and the results can be
summarized as follows;-

e An aluminum electrode was preferable for electrical demulsification due to higher oil
removal efficiency (99%) than iron electrodes which reached a maximum removal
efficiency of (97.4%).

e The effects of the current density on oil removal efficiencies, for aluminum and iron
electrode materials. The current densities are in favor of both removal efficiencies for both
electrode materials between (4.86-6.33 mA/cm?).the higher efficiencies are obtained (99%)
with aluminum and (97.4%) with iron electrodes.
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It is possible to achieved (99%) removal efficiency using a current density of (1.78 mA/cm?)
with an energy consumption of (6.37 kWh/m®) with (Al/Al) electrodes.

The optimum temperature was 60°C for vertical Al/Al electrodes, the removal efficiency
reached (98.8%) at 9 min.

The smaller electrodes gap (1cm) resulted in higher removal efficiency at lowest time due to
a higher consumed of the electrode.

With regard to pH, the treatment time increased with decreasing the pH or increasing it
above 7.5. The optimum pH was 7.5 for aluminum electrodes.

With increasing volumetric flow rate (0.042 - 0.15 I/min) the removal efficiency increased
in the range (96.3 - 99%).

The presence of sodium chloride enhances the oil removal efficiency and

decrease treatment time.

The best equation which represents the experimental values is obtained

with a correlation coefficient of 90.9% and variance 82.7%.

R%=98.0521 1*X1-0.00561*X2-0.00182X3-0.00182*X40.00364*X5-O.00491*X60.00247

NOMENCLATURE
R%=percentage of oil removal efficiency.

X1=pH.
Xz=gap(cm).

Xs=current density (mA/cm2).

X4= temperature (°C).

Xs= treatment time (min).

Xg=0il concentration (ppm).

ABBREVIATION
AAA=Active anode area
Al=Aluminum electrodes
Fe=Iron electrodes
St.St.=Stainless steel
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ABSTRACT

Vibration of base isolated machine foundations has been studied using the Scaled
Boundary Finite Element Method (SBFEM) and the cone model method. The
dynamic stiffness of soil supporting rigid massless foundation was determined. This
stiffness is of complex value. The real part represents the reflected energy of the
restoring and inertial forces while the imaginary part represents the energy dissipated
within the endless extent of the soil as a geometric damping. The effect of geometric
and material properties of soil upon the real and imaginary parts of the dynamic
stiffness was determined and represented in terms of dimensionless charts for the
frequency range of interest. Results have shown that increasing the embedment ratio
has a significant effect on the dynamic stiffness, it increases the dynamic stiffness
considerably. The effect of stiffness ratio(stiffness of isolator/ stiffness of soil) was
demonstrated for isolated machine foundations. The use of soft isolators reduces the
dynamic response of foundation and the soil reaction.
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boundary finite element method, cone model, vibration isolation.
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INTRODUCTION

The idealization of soil media by means of a conventional finite element method has a
limitation, since it truncates the soil domain at pre specified artificial boundaries and this
leads to spurious reflections at the assumed boundaries (Dominguez, 1993). The whole
concern is to assemble the dynamic stiffness matrix of soil, this matrix is of a complex form
, and can be decomposed into real and imaginary parts. The imaginary part corresponds to
the absorbed energy dissipated in the endless extent of the infinite domain, while the real part
corresponds to the reflected energy at boundaries. The dissipation of energy through soil is
called radiation damping. Radiation condition states that the soil as an infinite media is an
energy sink. (Wolf,1985).

The foundations for machines are usually in the form of reinforced concrete blocks. Brick
finite elements may be used to idealize the block foundations. The soil may be idealized by a
linear elastic or linear viscoelastic material.

REVIEW OF LITERATURE

Lamb(1904) studied the response of the elastic half space subjected to oscillating vertical
forces. Thus, he solved the two-dimensional wave propagation problem. In 1936, Reissner
developed the first analytical solution for the vertically loaded cylindrical disk on an elastic
half-space. His solution is considered to be the first engineering model. He reached a solution
by integrating Lamb's solution over a circular area for the center displacement; he assumed a
state of uniform stress under the footing. Barkan (1962) conducted some plate bearing tests
to get an equivalent soil spring constant k. From these tests, he prepared tables and empirical
formulas to easily estimate the design values of the subgrade reaction for several types of soil
for each possible mode of vibration. In 1965, Lysmer in his doctoral thesis, studied the
vertical vibration of circular footings by discretizing the circular area into concentric rings
(Asik, 2001). Wong and Luco (1976) presented an approximate numerical procedure for
calculation of harmonic force-displacement relationship of rigid foundations of arbitrary
shape and placed on an elastic half-space.The first Boundary Element Method(BEM)
application for soil problems was presented by Dominguez in (1978) who applied the BEM to
compute the dynamic stiffness of rectangular foundations resting on, or embedded in, a
viscoelastic half-space in frequency domain(Dominguez, 1993). The dynamic stiffness of
rigid rectangular foundations on the halfspace was determined by (Triantafyllidis, 1986) for
different aspect ratios of (L/B =1, 2, 5 and 10) and for Poisson's ratio (v =0.25, 0.33 and
0.40). All modes of vibration were considered and the stiffness and damping coefficients
were represent in dimensionless charts for dimensionless frequency up to 3.5. (Gazetas et al,
1985, 1986a, 1986b, 1987, 1989a, 1989b, 1991a, 1991b) treated the subject in a simple
physical manner based on an improved understanding of the physics of the problem. This has
been enhanced by the results of the extensive rigorous parametric studies including several
analytical results compiled from the literature. Mita and Luco (1989) had tabulated
dimensionless impedance functions and effective input motions of square foundation
embedded in a uniform half space. Alhussaini (1992) studied the vibration isolation of
machine foundation using open and in-filled trenches as a wave barriers using boundary
element method (BEM). Meek and Wolf (1992) used the cone model to idealize homogenous
soil under base mat, they also used cone model to idealize soil layer on rigid rock. Asik
(1993) developed a simplified semi-analytical method, to compute the response of rigid strip
and circular machine foundations subjected to harmonic excitation. Wolf and Song (1996)
had developed the scaled boundary finite element method for modeling the unbounded media
in analysis of DSSI. (Wolf, 1997) developed a spring-dashpot-mass model with frequency-
independent coefficients and a few internal degrees of freedom. Spyrakos and Xu (2004)
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studied the dynamic response of flexible massive strip foundations embedded in a layered soil
using coupled FEM/BEM. Chen and Yang (2006) presented a simplified model for
simulating unbounded soil in the vertical vibration problems of surface foundations. The
model comprises a mass, a spring, and a dashpot without any internal degree of freedom.
Kumar and Reddy (2006) investigated experimentally the response of a machine foundation
subjected to vertical vibration by sandwiching a spring cushioning system between the
machine base and its footing block. Kumar and Boora (2008) also examined experimentally
the effect of two different combinations of a spring mounting base and a rubber pad
sandwiched between the machine base and its concrete footing block. Using modal analysis
(Chen and GangHou, 2008) presented a methodology to evaluate dynamic displacements of a
circular flexible foundation on soil media subjected to vertical vibration.

MATHEMATICAL MODELS FOR MACHINE FOUNDATIONS

The idealization of soil-foundation system is the most important task of the designer, either
simple or complex models may be used. It depends on the degree of accuracy required and on
the importance of the project. Simple mathematical models are frequently used by office
designer as it needs basic knowledge to build and to run the model, these models consist of
discrete springs with lumped masses.

A boundary condition capable of eliminating the reflection of waves to the computational
domain has to be applied on the artificial boundary. The boundary condition at infinity should
be able to irreversibly transfer energy from the bounded domain to the unbounded domain
and to eliminate the reflection of waves impinges the boundary. Such a boundary condition is
called the radiation condition. Obtaining the radiation condition for large scale engineering
problems is the most challenging part of the dynamic soil-structure interaction analysis.

The scaled boundary finite-element method is a powerful semi-analytical computational
procedure to calculate the dynamic stiffness of the unbounded soil at the structure—soil
interface. This permits the analysis of dynamic soil-structure interaction using the
substructure method(Wolf and Song, 1996).

(b)

Fig. 1 Modeling of unbounded medium with surface finite elements
(section) with: (a) scaling centre outside of medium;
(b) extension of boundary passing through scaling centre.
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The total boundary must be visible from a point within the medium which is called the
scaling center O. On the doubly-curved boundary S of the medium, the displacements and
surface tractions are prescribed on Su and St respectively. The radial direction points from
the scaling centre to a point on the boundary, where two circumferential directions tangential
to the boundary are identified. The boundary is discretized with doubly-curved surface finite
elements with any arrangement of nodes. The dynamic behavior is described by the dynamic-
stiffness matrix in the frequency domain [S(w)] relating the displacement amplitudes in the
degrees of freedom on the boundary S to the corresponding force amplitudes.

By scaling the boundary in the radial direction with respect to the scaling centre O with a
scaling factor larger than 1, the whole domain is covered. The scaling corresponds to a
transformation of the coordinates for each finite element, resulting in the two curvilinear local
coordinates in the circumferential directions on the surface and the dimensionless radial
coordinate representing the scaling factor. This transformation is unique due to the choice of
the scaling centre. This transformation of the geometry involving the discretization of the
boundary with finite elements and scaling in the radial direction leads to a system of linear
second-order differential equations for the displacements with the dimensionless radial
coordinate as the independent variable.

After substituting the definition of the dynamic-stiffness matrix in the differential equations,
it is shown that the dynamic-stiffness matrix is a function of the dimensionless frequency
which is proportional to the product of the frequency and the dimensionless radial coordinate.
This permits the equation for the dynamic-stiffness matrix on the boundary to be expressed as
a system of nonlinear first-order ordinary differential equations in the frequency as the
independent variable with constant coefficient matrices.

Fig. 2 Scaled boundary transformation of geometry of surface finite element .

Denoting points on the boundary with X, y, z, the geometry is described in the local
coordinate system 7,¢
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X(1.£) =[N7.)lix}
y(1.£) =[N(.<lty;
y(1.£) =[N(.<lty;

1)

with the mapping functions [N(7,£)] and the coordinates of the nodes {x}, {y}, {z}. The three-
dimensional medium is defined by scaling the boundary points with the dimensionless radial

coordinate x measured from the scaling centre with £ = 1 on the boundary and is O at the
scaling centre The new coordinate system is defined by & and the two circumferential
coordinates 7,£, for an unbounded medium 1 < & <

1. Governing Equations in Scaled boundary Coordinates

The differential equations of motion in the frequency domain expressed in displacement

amplitudes:
{u} = {u(xy.2)} = [ucuy U]’ )
are formulated as
L o) + b(W)+w’pu(w) =0 ©)

with the mass density p and the amplitudes of the body loads b.

The stress amplitudes {o} follows from Hooke's law with the elasticity matrix [D] as

{o} =[x oy o2 732 z'xy]T =[DH& 4)
The strain amplitudes {&} are defined from the strain-displacement relationship
{&=[58 & K pml = LW} (%)

Where [L] is the differential operator
-5 _

— 0 ©
OX
o 2 o
o o % (6)
L =
o 2 2
o2 oy
9o o5 9
tor4 OX
o 2
Loy ox |

The derivatives with respect to X,Y,Z are transformed to those with respect to & 7,¢
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Applying the weighted residuals method leads to the scaled boundary finite element
equations of displacements {u(&)}

G N o D (3 I 3
oM () + F ()} =0

Where the coefficient matrices

[e°]= J[B'] [o)B*Jalarmas ©2)
[E!]-= [[BZ]T [D][8*]9]dnds (9b)
[E°]= [[B°] [DI[B*]alarms ©09)
[m°]= J B N p[B(,)]3|drdg (10)
and

FE}=¢F+ &Py (11)

Applying the conditions of equilibrium and compatibility at soil-structure interface,
getting the scaled boundary equations in dynamic stiffness matrix:

(s @)+ [ ) (57 @)+ [T )-[s (@) (12)

—w[s @), -[E*]+ o’ [M°]=0

The dynamic stiffness matrix [Sco(w)] at high frequency is expanded in a polynomial of
(iw)decreasing order starting at one:-

m

[ @liole I+ k) X0 - Gt (13)

= (

The first two terms on the rlght hand side represent the constant dashpot matrix [C.,] and the
constant spring [K.] (subscript o for @ — o). Substituting Equation (13) into Equation (12),
and setting the coefficients of terms in descending order of the power of (i) equal to zero
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determines analytically the unknown matrices in Equation (13) sequentially.

The scaled boundary finite element equation is solved numerically. To start the algorithm for
these nonlinear first order differential equations. The dynamic stiffness matrix /Soo( wp)] at
high but finite o, is calculated from the asymptotic expansion polynomials equation as the
boundary condition. A standard numerical integration procedure then yields /Soo( w)] for
decreasing w. The error introduced through the boundary condition diminishes for decreasing
. The numerical implementation of the aforementioned algorithm is done using the
computer program of Wolf (Wolf and Song, 1996) with little modifications.

2. Cone Model

The soil is idealized as a truncated semi cone of initial radius r, and apex distance z,, with an
opening angle depends on the static stiffness of half space under rigid disk of radius r,, which
can be exactly determined from theory of elasticity.

2
A(z) = A{Zi] (14)
A =7t (15)
From static equilibrium
Ezr?
P ===, (16)
ZO
K = E. 7 I‘o2
Z, 17)
4Gr,
but K, =—2 (18)
1-v

comparing Eq.(17) with Eq.(18) leads to,

(19)
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Fig. 3 Disk on surface of homogeneous half-space.
a) Truncated semi-infinite cone. b) Lumped-parameter model

Solving the one dimensional wave equation for out-coming waves only

u@i):%?fa—zgjﬂ (20)
b= siA) Lu s o) e
P, = Ku,(t)+C UoEt) (22)
K = pcz/%% (23)
C=pciA, (24)
S(w) =(K+iaC)(u(w)) (25)

As w—o the iwC »» K i.e. K can be neglected as compared to «C . knowing that the C is the
same as that of prismatic rod with constant area , it means that wave propagation is
perpendicular to the disk. This is the exact wave pattern of disk on a half space in the high
frequency limits. Thus, the cone model also yields exact results for w—oo. As the opening
angle of the cone is calculated by matching the static stiffness coefficients, a doubly-
asymptotic approximation results for the cone, correct both for zero frequency (the static
case) and for the high frequency limit dominated by the radiation dashpot C. Cone model
analysis is done making use of the computer program(Conan) provided by Wolf and Deek's

(2004),

- Dynamic Stiffness of Soil under Foundation

The vertical dynamic stiffness of soil under machine foundations is addressed here. Initially
the dynamic stiffness of flexible foundation by the SBFEM or by the cone model is
determined, and then it will pre and post multiplied by the vectors of rigid body motion to
retain the dynamic stiffness for the given mode. A complex value stiffness matrix is
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calculated for each frequency step, starting from a high but finite frequency down to zero
frequency i.e. static stiffness. The frequency range of the dynamic stiffness should cover
practical range of frequencies for machine foundations. Worked examples, verification
problems and parametric studies have been achieved, to show the effects of the geometrical
and material parameters on the dynamic stiffness of soil under foundation.

The effects of Poisson's ratio on vertical dynamic stiffness and on damping coefficient of
embedded foundation are sown in (Fig. 4).

A verification example of a square foundation with (v=0.4) and with different embedment
ratios were compiled by SBFEM, the results were compared with the cone model and with
boundary element method of (Mita and Luco, 1989). Acceptable agreements are shown (Fig.
4), with some deviations perhaps due to different discretization schemes.

Vertical Dynamic Stiffness Vertical Dynamic Stiffness
2.00

1.20 —\=0.25
[on) E 1.80 4
3 1 —\=0.35
8 —_—0 D e o
X oy — /=035 E 1.40 4 — .
‘CIE) 0.60 4 —\=0),4 g /gzo v=0.45
‘O 0404 e 120,45 O B4
£ o ©@wn
‘C 0204 £ e
o o %97
O ow —— £ ol
g) 70‘200; 050 1.00 150 200 2 300 350 4] 8 0.20 4
g_ 040 4 0.00
wn 0.00 1.00 2.00 3.00 4.00

-0.60

ao=emb/c
ao=mb/cg s

Fig. 4 Effect of Poisson's’ Ratio (v) on Vertical Dynamic Stiffness of Rigid
Rectangular Foundation .
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Fig. 5 Vertical Dynamic Stiffness of a Rigid Prism Foundation Resting
on/in Half Space (v=0.40). with Different Embedment Ratios.

- DATA PREPARATION, SPATIAL AND TEMPORAL DISCRETIZATION

The soil foundation interface is discretized in a finite element manner i.e. an eight nodded
element for general three dimensional foundations, a tabulated joint coordinates, element
incidence and boundary conditions are specified. Material properties for each element are fed.
These include the mass density and the elastic constants. Elastic constants may be fed using
different options, either two modulus option of elastic shear modulus and the Poison's ratio
for isotropic soil or lower triangle of the material constitutive matrix for general anisotropic
material.

The spatial discretization of soil foundation interface depends on the wave length [A].
Extreme minimum value of A is retained by dividing the shear wave velocity by the highest
frequency. The recommended element length or node to node distance is [A/4 to A/6] (Wolf,
2003). The solution of the nonlinear differential equation of SBFE in dynamic stiffness is in
the form of power series. The solution starts with expansion of dynamic stiffness into power
series at high but finite frequency. This high valued frequency should be fed by analyst to
start the numerical solution. The dynamic stiffness matrix is calculated for each frequency
step from the high frequency down to low or zero frequency value corresponding to the static
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stiffness matrix. The initial decrement of frequency is fed, and a minimum frequency step
should be specified to terminate the solution algorithm.

For cone model, the spatial discretization i.e. the distances between disks should not be more
than [A/5] (Wolf and Deek's, 2004), where A is the shear wave length. There is no restriction
on the selection of the upper or lower frequency, and any frequency may be used.

APPLICATIONS

For a given frequency, the dynamic stiffness of soil supporting a rigid foundation is
determined using the scaled boundary finite element method, or cone model. The equivalent
springs and dampers coefficients for each nodal degree of freedom are calculated. Each node
assumes its share of stiffness and damping due its tributary area. The springs and dampers
form the boundary conditions for the finite element model of the foundation mass.

A parametric study shows the effect of mass ratio (b,) (mass of foundation plus machine/ pb’)
upon the dynamic response, resonant frequency and damping ratios, for an embedded
rectangular foundation of (e/b=0.5) with aspect ratio of length to width of (L/b=3) in (Figs. 6
and 7).

Interpretation of these graphs indicates that as the mass ratio increases the resonant
frequency decreases and the damping ratio decreases and the dynamic response increases at
distinct peaks. For low mass ratio no peaks seam distinct and the dynamic response always
decreases.

The next parametric study shows the effect of stiffness ratio (K (isolator) /K (soit)) Of @ square
embedded foundation on the forces transmitted to soil. This is the dynamic soil reaction as a
fraction of the driving dynamic force, or in a conventional form it is the isolation efficiency
as seen in (Fig. 8). The effect of stiffness ratio on the fundamental frequency is shown in
(Fig. 9). It is clear that isolation effectiveness increases with the decrease in the stiffness ratio
i.e. when using more flexible isolator sandwiched between the base and machine. Noting that
an increase in the displacement of the machine itself, however, can be controlled by
enhancing the isolation system with an energy dissipation devices i.e. dampers. The use of
more flexible isolators decreases the fundamental frequency considerably , down to the rigid
body mode of lowest frequency when one can get the best isolation effectiveness at the so
called isolation frequency.

SBFE model Cone model

)

=
3,1
L

0.5 1

Dynamic Response U)/Uo

Dynamic Response U)/Uo
5N
.-

o

a,=0b/C

a,=0b/Cq

Fig. 6 Effect of Mass Ratio on Dynamic Response of Embedded
Rectangular Foundations (E/B=0.5), (L/B=3.0).
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The presence of isolation between the machine and its base forms a discrete system of two
degrees of freedom. The effect of the stiffness ratio on the vertical dynamic displacements of
the machine and its supporting foundation is shown in (Fig.10). The uncoupled motion
maintained at high isolation effectiveness leads some designers to design the isolated
foundation under static loads only. This is a major advantage of using effective base isolation
it will not only reduce the dynamic problem into static one but it will make it possible to
place the machine even on a tenth floor of a multi story building or in/on soil with uncertain
dynamic properties. In addition there is no need for a thorough sophisticated soil dynamics
investigations.

- CASE STUDY

A turbine machine of (762,000 kg )mass rests on a reinforced concrete foundation block of

dimensions (24.0mx 8.0m x4.0m) and of (1,920,000 kg) mass (Fig.11) The operational

frequencies are 50 Hz, 314 rad/sec. The corresponding vertical stiffness and damping of soil

obtained from the scaled boundary finite element method are (76 x 10® N/m) and (15 x 10"

N/m) respectively. The mass of foundation block and machine is (2.592 x 10° kg) and the

damping ratio is more than 100% , however , 25% of critical damping will be used |,

according to (DIN 4024, after ACI 351.3R-04) the corresponding damping coefficient is

(0.70 x 10® N.sec/m). The amplitude of harmonic dynamic force of (1.344 10° N) was

assumed, which is 20% of the weight of the machine(F(t)=1.344x10%in(314t)).

For isolated rigid mass model a spring isolator with stiffness of one tenth of that of soil was

used, results in two degrees of freedom system. The results of vibration analysis of both

isolated and non-isolated foundations are listed in (Table 1)

Several finite element models were used for analyzing this case with different element sizes.
e One element model of 24 x 8 X 4 m element size,

12-element model with 4 x 4 x 4 m element size,

96-element model with 2 x 2 x 2 m element size,

768-element model with 1 x 1 x 1 m element size.

Two cases of isolated finite element model with stiffness ratio of ten percent,

these are one-element and 12-element models were investigated. (Table 2)

lists the results of the finite element models of vertical vibration of block

foundations with and without isolation.

Fig. 11 Finite Element Idealization of Machine Foundations
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Table 1 Vertical Dynamic Responses Of Rigid Mass Foundation.

case Natural Displacements Transmissibility
frequency . -6 Ratio %
micron (10 meter
(rad/sec) icron (107 meter)
foundation machine
Non- 54 5.3 3
isolated
isolated 32 1.8 20 1.0

Table 2 Vertical Dynamic Responses Of Block Foundation Using Finite Element

Method.

case Natural Displacements Transmissibility

frequency Ratio %

(rad/sec)

micron (10 °meter)
foundation machine

One element 53.7 5.25 3.2
12-element 53.69 5.24 3
96-element 53.6 5.2 2.96
768-element 52.8 5.07 2.85
Isolated one- 32 2.6 20 15
element model
Isolated 12- 31 2.32 20 1.3
element model

Examination of (Table 1) and (Table 2) leads to the following non surprising conclusions:
Resonant frequency decreases considerably with the use of isolators, the vertical
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displacement and the dynamic soil reaction of foundation decrease, while the displacement of
machine increases with the use of isolators; Resonant frequency decreases slightly with the
use of finite element model and as the number of element increases, this result is not
surprising because increasing of element numbers means the use of more flexible (less
stiffness) system keeping the mass(s) not changed. The use of isolators in the finite element
model results in the same response for foundation and machines with slight reduction in
foundation response (displacements and dynamic soil reactions )with the increasing of
element number.

Both dynamic responses of machine and foundation in non-isolated and in isolated systems
are within acceptable limits(section 3.3). As the non-isolated natural frequency(54 rad/sec) is
sufficiently far away from the driving frequency(314 rad/sec). The use of isolators has no
practical values if it is not detrimental. However it may be beneficial when the machine
assumes unusual frequencies when turn on/off conditions or emergency shutdown.

CONCLUSIONS

Comparing the SBFEM and the cone model results with the published boundary element, the
applicability of these models are demonstrated. The important observations of the effect of
the geometrical and material properties of soil under foundation upon the dynamic stiffness
and dynamic response are presented separately in the following paragraphs. The vertical
vibration of rectangular foundations have been studied by the SBFEM and by the cone model,
some conclusions may be drawn as follows:-

e The results for the vertical dynamic stiffness of rectangular foundations indicate that
the real part for the spring coefficient decreases by (0% to 80%) and may posses
negative values and the damping coefficient increases up to (50%) as Poisson's ratio
increases from (0.25) to (0.45). The frequency effect on spring and damping
coefficients of embedded foundations with different embedment ratios (e/b=
0.5,1.0,1.5,2.0)has been found. Both spring and damping coefficients increase with
the increasing of embedment ratio.

e The mass ratio(Mi/pb*) of foundation has a significant role in the dynamic response.
As the mass ratio increases from(5) to (20) the resonant frequency decreases by
(70%), damping ratio decreases by (50%) and the dynamic response increases by
(100%) with a distinct peaks. For low mass ratio (less than 5) no peaks seem distinct
and the dynamic response always decreases.

e The effect of stiffness ratio (Kisolator)/ Ksoiy) ON the isolation efficiency or on tuning of
fundamental frequency. It seems that isolation effectiveness increases from(50%) to
(80%) with decreasing in stiffness ratio from(0.20) to (0.05). The use of more flexible
isolators decreases the fundamental frequency by(50%) when the stiffness ratio
decreases from(0.20) to (0.05).

e The presence of isolation between machine and its base forms a system of two
degrees of freedom at each mass of both the machine and the foundation. These two
degrees of freedom systems seem to be gradually uncoupled as much as the isolation
stiffness being more flexible (stiffness ratio less than 0.05). The major advantage of
base isolation, not only reduces the dynamic problem into static one but also it
reduces the need for a thorough sophisticated soil dynamic investigations.

e For vertical mode, the use of finite element model affects the response slightly (less
than 10%) due to the flexibility of finite element model as compared with rigid mass
model. Resonant frequency decreases slightly(less than 1%) with the use of finite
element model and as the number of elements increases. This result is not surprising
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because increasing of element numbers means the use of more flexible (less
stiffness) system keeping the mass(s) not changed.
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NOMENCLATURE

The major symbols used in this paper are listed below; others are indicated with their
equations where they first appear.

A

o

Ay

A

b

[b'].[b"],[b°]
b,

C

C

[C]

[C.]

E
[E°L[E'LIE’]
[ELIE"LIE]

e/b
f(t)

[G(w)]
g
h(t)

[K]
[K-]

Plan area of foundation

. . b
Dimensionless frequency a, = o

Side face with pre-specified displacements
Side face with pre-specified forces
Half width of foundation (characteristic length)

Scaled boundary finite element differential operators

Mass ratio

Wave velocity

Damping coefficient

Damping matrix

Damping matrix of unbounded media
Modulus of elasticity

Elastic Matrices of Scaled boundary finite element

Complex Elastic Matrices of Scaled boundary finite
element involving material damping

Volumetric strain
Embedment ratio

Incident wave

Shear modulus of elasticity
Dynamic flexibility matrix
reflected wave

refracted wave

Moment of inertia of plan of foundation
Imaginary part = J-1
Jacobean matrix

Stiffness coefficient
Stiffness Matrix

Stiffness Matrix of unbounded media
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&éen

Half length of foundation
Differential operator
Lumped Mass

Mass matrix

Mass matrix of Scaled boundary finite element

Normal force
Similarity centre

Radial coordinates

Characteristic length of foundation

Dynamic stiffness
Dynamic stiffness matrix
Traction forces

Component of displacement

Component of velocity
Component of acceleration

Poisson's ratio

Cartesian's coordinates
Reflection coefficient of waves
Material hysteretic damping
Frequency ratio

Normal strain component
Shear strain component
Wave length

Lame' constants

Mass density

Normal stress component
Shear stress component
Frequency

Rotational strain

Damping ratio

Natural coordinates
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EXPERIMENTAL STUDY ON THE PRESENCE OF OPEN
CAVITY EFFECTS ON INTERNAL FLOW AND CONVECTION
HEAT TRANSFER CHARACTERISTICS

Dr. IKHLASE M. FAYED Dr. MOAYED R. HASAN Dr. ANEAS A. AL-FAKHRI

ABSTRACT

An experimental study is conducted to investigate the effect of open cavity on the pattern of
fully developed internal flow and convection heat transfer. In this experimental work the velocity
profile, temperature distribution, heat transfer coefficient and Nusselt number were determined at
various Reynolds numbers (1.9*10" < Re < 2.7*10%) for smooth surface as well as for flow over
open cavity (with and without excitation). The results showed that the presence of the cavity led
to change the downstream velocity profile and the dissimilarity of downstream skin friction
coefficient between the upper and lower surfaces around (64 %) at distance to the length cavity
(x/L= + 20.5). As a result the heat transfer coefficient and Nu increased downstream of the
cavity especially at (x/L= + 20.5) around (30 %). The effect of cavity excitation with different
sound levels (100,107.5 and 115) dB and frequencies (25,50 and 100) Hz was small compared
with the cavity itself.
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1. M. FAYED Experimental Study On The Presence Of Open Cavity
M. R. HASAN Effects On Internal Flow And Convection Heat Transfer
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INTROUDACTION

The problem deals with the internal flows encountered in many industrial processes, where a
fluid has to transport in a piping system. All the valves or other elements may great flush
mounted cavity. Flow interaction with a structure produces vortices with shed at a prescribed
frequency. If the shedding frequency coincides with the resonance frequency of an adjoining
elastic structure or acoustic fluid volume within the cavity, the resulting oscillation can reinforce
the vortices creating a feed back mechanism responsible for producing high energy at resonance.
This phenomenon is called lock-in and at low Mach number can result in a strong narrow band
sound source. Lock-in is often undesirable and can promote rapid fatigue failure [3]. The flow
over open cavity can be explained according to [4] which showed that at the up-stream edge of
the cavity a boundary layer separates. The resulting shear layer develops based upon its initial
conditions and the instability characteristics of the mean shear-layer profile. The shear layer
spans the length of the cavity and ultimately reattaches near the trialing edge of the cavity in an
open cavity flow. The reattachment region acts as the primary acoustic source. The incident
acoustic waves force the shear layer, setting the initial amplitude and phase of the instability
waves through a receptivity process. The effect of sound on a free convection heat transfer from
a vertical flat plate had been studied in [2] and showed that, intense acoustic fields result in
significant increase in the rate of free convection heat transfer and heat transfer coefficient with
increasing intensity of a caustic field. The cavity problem has long been an attractive problem for
researchers due to the rich nature of the flow physics and it relevance to practical applications
[8]. Even though many researches studied the flow and heat transfer a long smooth surface in the
rectangular duct [5] and the flow over open cavity and it attempted to control the flow over it
using open-loop and closed-loop control [1, 4, 6, 9]. These studies did not deal with the effect of
these methods and cavity effect on the flow pattern and at the same time on the heat transfer
characteristics.

The goal of this work is to investigate experimentally the effect of open cavity (with and
without excitation) on the internal flow and heat transfer characteristics.

EXPERIMENTAL FACILITY

The experiments were performed in an open rectangular duct, using air as the working fluid.
The duct has cross section (1.006*.03 m) and is over 10.35 m long. At the outlet section of the
duct two centrifugal fans were fixed. The upper and lower walls of the duct made of plywood of
(15 mm) thickness. The lower wall was instrumented with embedded thermocouples to measure
the local temperature of the surface. The thermocouples junction was embedded with epoxy resin
in the holes drilled upward from the lower wall. The lower surface was electrically heated by
using strips foil of nichrome to serve as a source of heat. The heating element consists of strips
of (2 cm) width. Foil strips were placed adjacent to each other with spacing of around (1 mm)
between them and heated by alternating current to serve as constant heat flux. The lower wall
was insulated to ensure that the input heat was mainly dissipated to the air. The side walls of the
duct made of Perspex pieces. The first section of the duct with length (3.625 m) was used as
working section and practically all the measurements were recorded. A cavity with length (6
mm), depth (50 mm) and width (750 mm) was formed on the lower surface of the duct at a
distance (1.2 m) from the working section. Loudspeaker was fixed at the lower end of the cavity.
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A 20 mm hole was provided at one wall of the cavity box for the insertion of the microphone.
Fig (1) shows the working section and measurement locations. The excitation of the cavity with
different frequencies and amplitudes was generated from signal generator and transmitted to the
cavity through loudspeaker. The output from microphone was fed to a sound level meter which
its reading is in dB. For static and total pressure measurements, holes were drilled due to
(British-Standard) at the upper wall of the duct. For static pressure measurements the tapings
were connected to micro manometer with (1%) accuracy and a range (1-10 mm H0).
Measurements of local velocity within the boundary layer were made using a Pitot probe (with
outer diameter 1.5 mm) and its working end chamfered to obtain measurement at 0.25 mm from
the attachment wall. The tube was screwed to a special probe carrier in which Dial gauge was
connected. The dial gauge gave 30 mm reading range with accuracy of 0.01 mm.

DATA ANALYSIS
Surface temperatures were measured with thermocouples embedded along the foils. The net

convective heat from the face of foils was obtained by subtracting losses from insulated surfaces
and radiation losses from metered electric energy input to the foil [ 5], as follow,

Qcon - Qgen T Qloss 1)
Qgen = 1 xR @
R =14.475+0.061x (T -T,) o

Q.. =—-0.41+0.0784x AT —4.863x10™* x AT? "

Where,
AT=T-T,
h — QCOh (5)
A< CT — T o4,
hh =<
Nuwua — (6)
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RESULTS AND DISSCSION

The experiments had been tried with three cases,
1- smooth surface (cavity covered with tape)
2- cavity without excitation
3- cavity with excitation at different frequencies and levels.

Velocity Profile

Velocity was measured using a total head tube and wall static pressure tapings. The velocity
measurements were carried out upstream of the cavity at distance to the cavity length (x/L= -
16.25) and downstream of the cavity (x/L= +20.5, x/L= +78.9, x/L= +137.9) as shown in figure
(2). The velocity profiles were found to be identical in the flow direction. The existence of cavity
led to change the velocity profile especially at (x/L= +20.5) as shown in figure (3) due to a
periodic vortex organization which periodical impacts the downstream edge of the cavity and
caused the change of velocity profile [4]. The dissimilarity of velocity profile down stream the
cavity diminished at (x/L= +137.9). The effect of cavity excitation with 25 Hz and 100 dB on
velocity profile have been insensitive compared without excitation, except of a certain variation
in the inner region at (x/L= +20.5) as shown in figure (4). Figure (5) shows the effect of
changing the pressure level of excitation from 100-115 dB at the same frequency at x/L= +20.5.
From the figure it is clear that the highest value of pressure level has the greater effect.

Skin Friction Coefficient

The values of Cswere measured for the above three cases using Preston tube (Di/D0=0.6) [7].
The measurement for upper and lower surfaces gave nearly the same values for smooth surface,
maximum difference (9%) as shown in figure (6). The existence of cavity caused a large
difference between these values particularly at x/L= 20.5 (64%) as shown in figure (7). The
difference between these values related to the variation of velocity profile for two surfaces. The
comparison between C; for smooth surface and that for cavity is shown in figure (8). The
excitation of cavity did not cause clear effect on the values of skin friction coefficient in
comparison with that for cavity without excitation except at x/L= +20.5 as shown in figure (9,
10).

Heat Transfer Coefficient And Nusselt Number

Figure (11) shows the heat transfer coefficient (h) along the test section for smooth surface at
different values of Reynolds number. From the figure it is clear that (h) is nearly constant along
smooth surface. The existence of cavity led to a sharp increase in heat transfer coefficient at x/L=
+20.5, which disappeared along the remainder distance as shown in figure (12). The excitation of
cavity with different values of frequency and amplitude maintained the same trend of heat
transfer coefficient as that for cavity without excitation although the excitation caused a certain
increase in (h) at x/L= +20.5 as shown in figures (13, 14). From eq. (6) Nu number was
calculated for smooth, cavity and cavity with excitation, and from figures (15-18) the same
results and trend of variation for Nu were obtained as that for h.
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The weak effect of excitation of the cavity on the above results may be related to the
amplitudes and frequencies lying around the values of that for cavity without excitation as shown
in figure (19). All the above results of smooth surface in the fully developed region were
compared with [5] and gave good agreement as shown in Table. 1.

CONCLUSIONS

The greater effect of cavity confined to x/L= +20.5 downstream of the cavity.

Vortex organization within the cavity led to alter the velocity profile and caused the
dissimilarity of skin friction coefficient for upper and lower surfaces around (64%) at x/L
= +20.5 as well as increased heat transfer coefficient (h) and Nusselt number around (30
%) at x/L=+20.5.

The excitation of cavity with different amplitudes and frequencies had small effect on the
results compared with self cavity and almost confined to x/L= +20.5.

The variation of Re number (1.9%*10% < Re < 2.7*10% had not significant effect of the
obtained results.
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NOTATION

A foil surface area (m?)
Cf skin friction coefficient
D cavity depth, effective diameter (mm,m)
decibel

frequency (Hz)

heat transfer coefficient (W/m?. °C)
electric current flow rate (amp)
thermal conductivity (W/m.°C)

cavity length (mm)

Nusselt number

heat transfer rate (W)

electric resistance (Q)

Reynolds number (U..D/v)

foil temperature (°C)

stream wise velocity component (m/s)
cavity width (mm)

stream wise coordinate

vertical coordinate

o
w

c

SUBSCRIPTS

b  baulk
c center
con convective
gen generated
loss losses

n
0
bn

number of foil
ambient
baulk at specified foil
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Table.1. Comparison between present work and reference [5]

Re Cs Nu

present work 2.3*10" 0.0085 65.0
1.9*10* 0.0091 62.0

4.0*10° 0.0064 76.0

refrence [5] 3.0*10* 0.0070 61.0
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DAMAGE DETECTION IN ROTATING BLADE BY VIBRATIONAL
ANALYSIS USING FINITE ELEMENT METHOD

Dr.Nabil H. H. Shwan A. Z.
Univ. of Baghdad Univ. of Baghdad
College of Eng. College of Eng.

ABSTRACT

The development of monitoring systems for rotating blade has been driven by a desire to reduce the
maintenance costs and human interaction to improve the safety, reliability and operational life, so it is
urgent to monitor the integrity of a structural systems. In this study four different coordinate system
has been used to describe the blade motion, then an element stiffness and mass matrices has been
formulated by using Hamilton's principle and finite element method, where each element has been
described by seven degrees of freedom, so the method has been demonstrated analytically on a finite
element model to estimate the modal parameters under rotating and non-rotating conditions in
vacuum (to eliminate aerodynamic effect and damping coefficient) and to capture centrifugal effect, so
the damage has been simulated by stiffness reduction of assumed elements and by crack form . These
results was reasonable, so many parameters has been investigated such as, damage severity, damage
location and the effect of rotation speed on these methods have been studied, as well as an assessment
has been provided for these methods via statistic to suggest the effective method and this is the main
objective, so The Residual Error Method was the best,compared with other methods. All formulations
and computations has been coded in MATLAB version 7.
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INTRODUCTION:

In the past few years the problem of health monitoring and fault detection of structures has received
considerable consideration. It was noted that fault causes changes in the dynamic response of the
structure, so the change can be considered as an indication of damage in a structure, consequently the
scheme of fault detection are based on the comparison of the dynamic response of healthy structure
with the dynamic response of defected structure.Vibration analysis has been found as an important tool
in the investigations of the dynamical behavior of many industrial applications like many types of
rotating blade such as axial fan, impeller, turbine, helicopter and wind turbine blades ... etc.

Blade failure normally occurs when the blade is vibrating at or near resonant condition and there are
many factors that can induce a damage in a mechanical structure such as , a general environmental
attacks, erosion, corrosion, creep, fatigue, where the fact that many factors can contribute to form a
crack (Al-said et al 2006), so it is the most common type of defects that occurs in
structures(Mohammad and Omar 2003).

A crack in a structure introduces a local flexibility which is a function of the crack depth, and this
flexibility changes the stiffness and the dynamic behavior of the structure (Ricci and Viola 2002) , so
numerous attempts to quantify local defects are reported to the literature, generally the damage reduce
the natural frequencies of a structure because it becomes more flexible, where this fact had been
extensively used to detect the presence of damage in a structural component, so the damage is
simulated by reducing the stiffness of assumed elements and by crack form also.

An important factor which based on damage detection research is the implementation of reasonable
damage models. The models must accurately reflect the physics of the damage, and be compatible with
the damage evaluation techniques which discussed in chapter five. Although there are many ways
in which the rotor system can be damaged, this work will be limited to two categories of faults:

1- Distributed stiffness faults. ~ 2-Cracks.
The global stiffness matrix has been developed for the eigenvalue problem ( Herrera 2005).

BLADE KINEMATICS AND COORDINATE SYSTEMS:

Four different coordinate system are used to describe the blade motion. These coordinate systems, as
listed, are the inertial, hub-fixed, undeformed-blade and deformed-blade coordinate systems. The
inertial coordinate system (X, , ¥, Z,) with unit vectors i,.j,.k,is a ground-fixed reference frame and
there is no fuselage motion and the hub fixed coordinate system (Xy. V. Zz) with unit vectors
Iy . Jw. %y is assumed parallel to the inertial coordinate system, as shown in Fig. (1) .
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Fig. (1) Inertial and hub fixed coordinate system
The undeformed-blade coordinate system(x,y,z)with unit vectors i, j , & is attached to the undeformed

blade. The z axis of the undeformed-blade coordnate is parallel to the Z; axis of the hub fixed
coordinate system and the blade is rotating about this axis at a constant angular velocity Q, as in Fig.(2)
as well as the x-axis lies along the blade elastic axis and the y-axis is in the plane of rotation. In some
rotor systems the equilibrium flap position is not parallel to the hub plane and this “precone” is
incorporated to relieve stress in the blade root, so precone angle is neglected in this derivation
because it is very small (Hodges and Dowell 1974). The transformation between the hub-fixed non-
rotating and undeformed-blade coordinate systems is defined as:

i cosiyr sinyg 0 *FH fH
[EI:[_ siny cosy D] Ju (“Tyu yJu 1)
Bloo o allg, o
K ‘/\ ;
\ \«//‘kr‘/:>r'7 :%7 ‘/ - IP / /

Fig. (2) Transformation between hub and undeformed blade coordinate systems

The final coordinate system to discuss is the deformed-blade coordinate system (&, 1, {) with unit
vectors i;,j‘,?,E ¢ - The transformations to get this last coordinate system is shown in Fig.(3).The elastic

axis undergoes flap deflection, which contributes both a translation (w) and then undergoes a negative
rotation( w' ), about the undeformed-blade axis-y, as shown in Fig. (3 a). Atthis point the blade
elastic axis is coincident with the ¢ axis of the deformed-blade coordinate system, then the blade cross

section undergoes twist (&,) about the elastic axis £, as shown in Fig.(3 b), where the total blade pitch

8, is expressed as:
8,=6,+d )
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Where 8, is the pitch angle due to control and it is very small, and ¢ is the elastic twist.

Fig. (3) Transformations from undeformed-blade to deformed-blade coordinate systems and
blade cross section coordinate system

The transformation from the deformed-blade to undeformed-blade coordinate systems as in Fig. (3) is
given as following(Stevens 2001):

i cosff —sinffsin® —sinffcosO iy iy
[j‘I:[ 0 cos® —sing In = Tun Iy 3)
i sin ff cosffsin® cosfcosO E',’ Ef

Where 5 and © are Euler angle and can be approximated by Eq. (4).
cosf=vV1—-w"? | sinf=w', ©8=86, (4)

Substituting these approximations into Eq.( 3) yields a more useful form of the transformation from
deformed to undeformed coordinate systems, and by using local linear approximation .

[1 —“:} —w'sin 8, —w' cosB,
Typ = 0 cos 8, — sin 8, (5)
w' (1—%}511181 (1—%)(:0561

The origin of the deformed - blade coordinate system is the blade elastic axis, and a chordwise
locations must be defined relative to this point, as shown in Fig.(4), where the center of gravity is at a
distance (eg) from the elastic axis; and (eg) is assumed positive forward.

Fig. (4) The location of elastic axis and center of gravity on the chord
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HAMILTON'S PRINCIPLE:

Hamilton's principle is used to derive the finite element equations to describe the rotor systems.
Hamilton's principle for conservative systems states that the true motion of a system between two
arbitrary moments in time integral of the difference between potential and kinetic energies . If the
system is subject to non-conservative forces, such as the aerodynamic forces imposed , so the virtual
work terms must be included , and Hamilton's Principle may be expressed as ( Hodeges and Dowell
1974):

511 = jfmr — 86U+ 6W)dt =0 (6)

Where the variation of blade strain energy dUin terms of engineering stress-strain relation, is given by:

U = ..rj ffA (Jxxﬁsxx + Teen 552-.1 + Jxﬂggxﬁj d’[]dﬂdx (7)
(J-"’-"’ = EEI-"’ v Tan T EExn | Ol = ngi) (8)

The engineering strains can be expressed in terms of translation displacement (w ), rotation (w"),
curvature (w'), twist (¢, twist rate(2"). also we should refer that the non-dimensional scheme is used
for the ensuing derivations, where this scheme is necessary in order to increase the generality of the
analysis in the numerical implementation , therefore for the flap-torsion case the non-dimensional
variation in strain energy becomes (Stevens 2001):

&

— = J, (EL, (c0s8,)? w" 6w + — (R? —x")w'dw’ + G $'6d" ) ds 9)

mil

Where the tension is given as (Solaiman 1999). As well as the kinetic energy of the blade depends on
the blade velocity. Since fuselage motion is not accounted for this derivation , the blade velocity is due
only to the blade motion relative to the hub, as well as the derivation describes only flap and twist
motion of the blade, so the position of an arbitrary point after the beam has deformed is given
by (x4.%4, 21 ), see Fig. (3)

%, =x4+u—w(nsin®, +TcosH,)
v, = ncosB,; — {sin9, }

(10)
zy=w+nsin®; +{cosB,

Then differentiating the position vector with respect to the hub-fixed non-rotating coordinate system
yield (Stevens 2001):

V, =V, i+ ¥, j+ 7,k (11)
5T = j: i1, pV,.6V,dndZdx  (variation in kinetic energy) (12)

From Eq.(12)-( 14) and via integrating by parts as in reference, the non-dimensional variation of
Kinetic energy becomes:

&T

mn® rE

[, (T,,6w + T, 6w’ + T, 64) ds (13)
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T,=—mw — :.i':meg cos 8,

T, = —::."rif?,ne_gzl"l2 sin@; — nbxmegﬂz cosd,

Ty = —Wme, cos8,; — :-i':mkzm — W’:sf'rr?,negf.t2 cos8,
—m0? (k3, — k3, ) cos8, sin®; — dmO? (ki , —k;,) cos28, (14)

mkoa =[], p Pdndl; mki, =[], pn’*dndl;k,, =ki, +ki,

So the virtual work §W of non-concentrative forces may be expressed as:
SW = [7(LA6w + M§6d)dx (15)

The terms due to the blade airfoil are (L, j, where the distributed air load in the(z)direction, and (M3 )

the aerodynamic pitching moment about undeformed elastic axis, but In this study the aerodynamic
effects are not included .

BLADE FINITE ELEMENT:
The spatial finite element equations of motion are derived in this section, and the generalized
Hamilton's principle must be written in the non-dimensional form, so the discredited form in Eq.( 16):

6T = [2 3L, (8T, — 6U, + SW)dF =0 (16)

The blade finite element discretization is shown in Fig. (5), where the blade is discredited into N
beam elements, each consisting of seven degrees of freedom, so these degrees of freedom are
distributed among three nodes, two external and one internal, as well as the displacement of the left
hand node is described by lateral displacement, slope and twist denoted as (w, .w; and ¢,), likewise
the displacement of the right hand node is described by (w5 .w; and 4z ), and the displacement of the
internal node is described only by a twist (¢;,). Elemental boundary conditions requires continuity
of displacement and slope of flap deflection and continuity of displacement of elastic twist.

Within each element, deformations between the nodes are described using shape functions, where
these shape functions, are derived from a cubic Hermetian polynomial for flap deformation and
a quadratic polynomial for torsion deformation (Rao S. S. 1989), and by using these shape functions
the continuous deflections over a beam elements can be expressed in terms of the nodal
displacements g; , as in Eq. (17).

u={yo s n,)a a7

ql =[w, ,wi ws, wi,d,, b, . d:] (elemental nodal displacement vector) (18)
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Fig. (5) Finite element discretization and elemental degrees of freedom

The polynomials for the bending and torsion shape functions are given in Eq.(19), respectively,
where s:ii and L, is the length of the i beam element.

L

H,, 253—35i+1 Hyi) (25° — 3541
yT = H, ., _ lz.[,-;ﬁ_zs&—I-s] g =J1H.. = i432_i4s (19)
w H,., —25% + 35° ' b H¢" g2 _
H,s 1(s® — s%) #3 =

The variations in displacements (dw) and (o) can be written in terms of variations in nodal
displacements as in Eq. (20).

su(s)= {g‘gg} [H“' H?J 5q, (20)

Looking more closely at the expression for variations in strain and Kinetic energies, as in Eq. (9) and
(13). It is clear that the total energy also depends on (5w',6w" and 5¢"), SO these variations are found by
spatially differentiating for Eq.(20). Since the variations in nodal degrees of freedom (&g, )Jare discrete;

the shape functions capture the spatial variation as in Eq. (21) , where :

dwy dw,
Swr, Sw, 6d,

{6w'(s)} = [H,.] 51& , 16w ()} = [H,/] 51& , {69'(5)} = [Hy] {6 du (21)
Swy dwyg s

ELEMENTAL MATRICES:

The expressions is integrated by parts, so the mass and stiffness matrices are identified by
separating acceleration, and displacement terms, then the virtual energy expression in terms of the
elemental matrices becomes:

6T = [J*[Z),8qT (M? 4, + K? q)]df =0 (22)
There are no structural contributions for damping in the preceding formulation to facilitate the

simulation in vacuum cases, so there are no aerodynamic effects.The elemental mass and stiffness
matrices can be partitioned to indicate contributions from flap bending and elastic torsion.
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b b t t CF
[Mb] _ [Mwm' Mu¢-l [ﬁ,l?r?,.] _ :;:'I.-'T K"i d?l [KEF] _ Kw-w Kv. ¢-l (23)
i b b | i t t J i
Mgw Mgg Kow Kog Kew Koo
K:  KE
[K2] = [k + k) = | )7 oF (24)
Kow Kgs
[ME.]= f mHH,ds | [MZ.] = f mK> H{Hyds (mass terms) (25)

[MZa]= fu me, cos O H Hyds , [M3,]= fu me, cos O H{ H,, ds

The blade stiffness terms will have components due to both structural and centrifugal terms, where
the stiffness terms due to structural properties are:

[K=Er j El,, (cos©,)?H,"H,ds | f”‘]—j GIHy , [ES]=[KgT1=0  (26)

Since the rotor blade rotates, the centrifugal forces contribute a significant stiffening effect,where the
stiffness terms due to centrifugal loading are given in Eq.(27) .

[KEE] = jiﬂ[p: x)HTH,ds |, [KEE] =[S m0? (K2, — K2y)cos 2 8,H] Hy ds 27)
[ “g] = fD xmegﬂ‘ cos 6, H;?Hlbds , [Kg,f] = ful xme, N cos 9, Hdl:chis

In Eq.(27), the term ﬂ (R* — x*) is the axial loading due to centrifugal forces at the location x , so

in Eq.( 27) x is the dlstance from the shaft axis to the point on the blade, where a centrifugal force will
be at maximum value when x =0, and a centrifugal force will be zeroat x=R.

ASSEMBLY OF GLOBAL MATRICES:

The elemental degrees of freedom has been ordered according to flap or torsional motion, thus the
order was:(wy .wy Wz, wa . da. by and d5 .

Via multiplying the elemental mass and stiffness matrices by transformation matrix t. as in Eq. (28)
to get a new reordered stiffness and mass matrices for assembly .

100 0 0 0 0
0100000
0000100
=0 0 0 0 0 1 0f, [K]=[t]=[K]=[t.] . [M,]=[t]=[M7]=[t,] (28)
0010000
0001000
lo 0 0 0 0 0 1

Where [ K.;] is reordered stiffness matrix for i*® element and [ M,;] is reordered mass matrix for
it® element, so the global matrices is more straightforward if the degrees of freedom are reordered
spatially, and the reorder result becomes:( wy .wy .d. . & .ws . wz .35 ), SO the virtual energy becomes:

5T = [7*647 (M + Kq)dl =0 (29)
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Since the virtual displacements &g are arbitrary (between any two moments), so the integrand in
Eq. (29) must be vanished, then the equation of motion becomes:

Mi+Kq=0 (30)

So the modal parameters of a blade is considered(with centrifugal effect and without centrifugal
effect) for the undamaged and damaged cases. For the undamped system of several degrees of
freedom , the equations of motion expressed in matrix form become:

[M, ]} + [K,] {u}={0} (31)

By using the characteristic equation of the system, so the roots 4, of the characteristic equation are

called eigenvalues (Thomson W. T. 1975), so it is possible to find the eigenvectors from the adjoint
matrix , and the complete free vibration solution is expressed also. The mode shape vectors has very
important properties and known as the orthogonality properties which are described by ( Meirovitch L.
1975), so the most common normalization scheme has been used in modal analysis to normalize the
modes with respect to the mass matrix [M,].The global displacement vector and matrices has been

defined as:

Q; = Z.4q;, M, = =1 Mg K, = it K (32)

The summations represent the assembly procedure as shown in Fig.(6), where the matrix rows and
columns has been reordered to facilitate assembly , then the structural mass and stiffness matrices
has been banded. The assembly procedure can be easily modified to accommodate different types of
rotor systems, and the assembly method which described in Fig.(5) assumes cantilevered boundary
conditions between each element, so the boundary conditions between two elements states that the
displacement, slope and twist are continuous at the nodes as :

iy =
tg L 1 | 1 || w, (i) = wg (i — 1)
“l“ ! 4 i 4 4 4 4 ' 4 4 W A

wo |l | | 1 T | 1 [ [T | wy (1) =wg (i — 1)}
bg | | | i |

(33)
‘i’_q(ij =5 (i—1)

Fig. (6) The assembly procedure
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APPLICATION OF KINEMATICS BOUNDARY CONDITIONS:
Kinematic boundary conditions are applied to the global matrices, and the rotor model assumes that

the blade is cantilevered at the root, so the degrees of freedom (w, w' and @) are constrained, and the
corresponding rows and columns are removed from the FEM.

DAMAGE MODELS:

The distributed stiffness fault is modeled as a 10% and 20% reduction in blade bending and torsional
stiffness, but for the crack form the damaged element of the beam is modeled with two nodes and two
degrees of freedom(transverse displacement and slope) at each node, where the goal isto find a beam
finite element that represents the effects of a crack in a beam as shown in Fig(8).In this study the finite
element model for the cracked beam with an one-edge and non-propagating was proposed by Qian et al
and also used by(Cacciola et al 2003), so a crack affects the bending stiffness of the blade only.

STIFENESS MATRIX OF THE CRACKED ELEMENT:
An element stiffness matrix of a beam with acrack has been formulated and then a finite element
model of a cracked beam has been developed. The strain energy of an element without a crack is:

P..S-

w® = — [/(M + Pz)*dz ——(M l+— +MPI?Y) (34)

2EI

The flexibility coefficients are expressed by a stress intensity factor in the linear elastic range using

Castigliano theorem, so the additional energy in the case of rectangular beam of height h and width b
due to the crack can be written as:

‘ a . Ef+Eh |, (1+u) Eh
W‘i} — bfﬂ( IE“ H_|_ - IH:] da (35)

Where E,, = E for plane stress, E,= E/(1 — v?) for plane strain and(a) is the crack depth, as well as by
taking into account only bending, so Eqg. (35) leads to:

W|:1:' b J"E 'KI‘I-j""-!':IEJ:‘:I +KHP da (36)
&M L P —
K =12 [maFy(S) , Kpp = pRE VraF(S) |, Kyp = o Vra Fy(S) 37)

Where K;,,, K5, and K, are the stress intensity factors for opening type and sliding type of cracks,
due to M and P respectively, and F;(s) and FH[.-;] are the correction factor, see Fig.(7).

Mode | : opening mode Mode I :slldlng mode
Fig. (7) The modes of loading

323+ 01591 (- ]] - 2705 5 52 E
F,(s) = I[ )tan (ﬂ ﬂsm Ey(s) = (35 — 259) 1122 -0.5615+0.085 57 +0.185 (38)
cos(—) V1-5

Z

Where (S) is the ratlo between crack depth and height of element (a/h), so the elements of the
flexibility matrix c  of the undamaged element can be derived as :
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@ _2w? 42  P=P,P=M (39)
CE' - BPL-BPJ.- ! LI =L 1 rhe
And the element of the additional flexibility matrix c;;l} are :
- 47
(W _ #wr _ _
e =opor,} W =12 P,=P,P,=M (40)
Finally the total flexibility matrix for the element with a crack is:
e =c+e” (41)
From equilibrium conditions the following matrix has been found:
-1 -L 1 u]f
7] _[ 0 -1 0 1 (42)
From the principle of virtual work the stiffness matrix of cracked element can be written as :
[KJ=Tc' 17, [K]=[KZET V7 17 (43)
Then the stiffness matrix of cracked element can be written as:
[K.]= [Ke (44)
A ] 1 [
7 |¢Lv W M, I 77{5 My,
7 il 1% ‘ 2 , t | \ « X
7/ g T == L sl siass B 006 T
{/ fi f ! 8 h Y X i - ‘ /',‘
/ P P « == >
Fig. (8) Cracked cantilever Fig. (9) Equilibrium conditions
of a cracked element
Then:
K Ks_t?" 'KI'__.F_ KI'___F
[K77] = [K;,, K‘;i] K] = [ o ";;‘3] (45)
w Bog Kgw Kgg
K. Kl
(2] = [KF 1+ K] =| 57 L ] K =[] [R5 (46)
dw b

Where [K; ] isthe reordered stiffness matrix for i®® cracked element, and as mentioned that the

damage does not alter the mass of the structure, so :
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[M5] = [M] (47)

DAMAGE EFFECT ON MODAL PARAMETERS :

The free vibration analysis of a blade with and without damage has been performed, so the cantilever
beam is an idealized model for a blade which described. The stiffness and mass matrices will be used
for a simple model of blade for analytical study . The following dimensions and material properties
of the aluminum blade are listed in table (1) .

Table (1) Material properties of the blade

Blade length (R) 0.594 m
Blade width  (b) 0.037 m
Blade height  (h) 0.0015 m
Modulus of elasticity (E) 62.1 GPa
Modulus of rigidity (G) 23.3 GPa
Mass density (p) 2700 Kg/m®
Poisson’s ratio (v) 0.34

DAMAGE SCENARIOS:

20 damage scenarios has been investigated and summarized in table (2), where in 1% 10 scenarios the
damage has been simulated by stiffness reduction of assumed elements, and in 2™ 10 scenarios the
damage has been simulated in the form of crack, so the finite element model of the blade has been used
for the stiffness matrix of the cracked element which described in chapter three. For the finite element
analysis the blade has been divided into 20 elements to locate the damage accurately.

Table (2) Damage scenarios

Damage scenarios Damaged element Stiffness reduction % a/h
D1 1% (0-0.0297)m 10 -
D2 1% (0-0.0297)m 20 -
D3 5™ (0.1188-0.1485)m 10 -
D4 5" (0.1188-0.1485)m 20 -
D5 10™ (0.2673-0.297)m 10 -
D6 10™ (0.2673-0.297)m 20 -
D7 15" (0.4158-0.4455)m 10 -
D8 15" (0.4158-0.4455)m 20 -
D9 5" & 10" 10 -
D10 5" & 10" 20 -
Cl 1%(0-0.0297)m - 0.1
C2 1%(0-0.0297)m - 0.2
C3 5™ (0.1188-0.1485)m - 0.1
C4 5" (0.1188-0.1485)m - 0.2
C5 10" (0.2673-0.297)m - 0.1
C6 10" (0.2673-0.297)m - 0.2
C7 15" (0.4158-0.4455)m - 0.1
C8 15" (0.4158-0.4455)m - 0.2
C9 5" & 10" - 0.1
C10 5" & 10" - 0.2
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ROTATION SPEED EFFECTS ON MODAL PARAMETERS :

The purpose of this section is to study the centrifugal effect on detection methods, so four rotation
speed scenarios has been assumed for two speed of rotation as listed in table (3), where the first two
scenarios associated with the stiffness reduction conditions and the second two scenarios associated
with the crack conditions .

Table (3) Rotation speed scenarios

Rotation speed Damaged element ah Stiffness Q
scenarios reduction % | rad/sec

SD1 5" (0.1188-0.1485)m - 20 0

SD2 5™ (0.1188-0.1485)m - 20 30

SC1 5™ (0.1188-0.1485)m 0.2 - 0

SC2 5" (0.1188-0.1485)m 0.2 - 30

METHODS OF DAMAGE DETECTION:

These techniques commonly employed are based on vibration measurement, so in these methods the
damage has been detected from alternations in dynamic parameters for healthy and damaged states , so
these methods are :

1. Methods based on changes in frequencies and mode shapes like:
a. Changes in Natural Frequencies .
b. Eigenparameter Method .
c. Residual Error Method in The Movement Equation .
2. Methods Based on The Mode Shape Curvature ( Mode Shape Curvature Method).

A. CHANGE IN NATURAL FREQUENCIES:

Modal frequency shift was presented as a common damage indicator , this section explores the
applications and limitations of using modal frequency shifts as damage indicators in rotating blade,
where the eigenvalue problem of the undamaged and damaged structure has been estimated by
using characteristic equation (Thomson 1975) .

B. EIGENPARAMETER METHOD :

The eigenparameter method was proposed by(Yuen 1984), to detect and locate the damage in a
cantilever beam, so the eigenequation for undamaged and damaged cantilever can be written as:

([(K,] —AM,] Hul3=0 5 ([K;]— 45 Mg 1)l 3=0 (48)

The eigenvalue is chosen in normalized form of damage, and the following eigenparameters has
been estimated in the analysis :
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(D)

(v, y=t ) (@9)
' A7 A

C. RESIDUAL ERROR METHOD IN THE MOVEMENT EQUATION:

The Residual error method in the movement equation was proposed by Genovese, and also used
by (Brasiliano 2003). This method is used to identify a damage present in a structure and locate it
by observing the error present in the movement equation:

Er=[K,][u"] ~([M,][uw"])[47] (50)
Er=[eje,ezes. ... e,] (51)
W= uY" {u®@ 3 Lu® Y {u™Y] (52)
wil 0 0
=] 0 @ O (53)
0 ﬁ mé”

Each column of matrix Er is a vector corresponding to one mode shape and each value of this vector
represents the error that occurs in some positions of the blade.

MODE SHAPE CURVATURE :

This method was proposed by ( Pandey et al.1991) , and also used by (Herrera 2005), so this
method demonstrate that the absolute changes in mode shape curvature can be used as a good
indicator for damage presence of FEM beam structures. The curvature values has been computed from
the displacement mode shape by using the central difference approximation for mode i and DOF q:

.. ] . 0 . 0 . At . (0 e (0
(i3 _ auj;'}q—*__ztu;\;'}q+tux'}q+: . (i) sy }q—:_zaux “}q‘l'tu;»; q}q+*_
{uy” J= = Huy F = (54)
g g

oy M) 6457)

(55)

RESULTS AND DISCUSSION:

The present study is based on bending mode only, where the cracked element associated with the
bending mode and only the translation degrees of freedom along the perpendicular axis to the elements
(vertical DOF in the blade)has been considered,where the rotation degrees in an experimental work are
not obtained because of the difficulty in their measurement. As well as the torsion mode affected by
rotation speed less than bending mode, for these reasons this study is concentrated on the bending.
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DAMAGE EFFECT ON MODAL PARAMETERS :

The first five natural frequencies for the blade at Q =0 (rad/sec) and at Q = 30 (rad/sec) has been
tabulated in tables (4) and (5) for assumed scenarios.

Table (4) Natural frequencies for the blade at Q = 0 (rad/sec)

scenarios 1 mode 2" mode 3 mode 4™ mode 5™ mode
Present undamaged 20.6939 129.6868 363.1318 711.6263 1176.5
D1 20.4826 128.5971 360.5878 707.5026 1170.8
D2 20.2271 127.3253 357.7042 702.9457 1164.7
D3 20.5847 129.68 362.13 708.3462 1173.8
D4 20.4506 129.6717 360.9180 704.4352 1170.7
D5 20.6626 128.9964 363.0529 708.1019 11755
D6 20.6236 128.1537 362.956 703.8758 1174.3
D7 20.6908 129.3639 360.8984 709.054 1176.2
D8 20.6868 128.9621 358.1819 706.01 1175.8
D9 20.6272 129.3548 362.6206 708.3669 11747
D10 20.5539 128.9901 362.0612 704.8110 11729
C1 20.6851 129.6410 363.0250 711.4557 1176.3
Cc2 20.6592 129.5061 362.7112 710.9558 1175.6
C3 20.6894 129.6867 363.0910 711.4889 1176.4
C4 20.6761 129.6865 362.9703 711.0838 1176.1
C5 20.6926 129.6581 363.1296 711.4793 1176.5
C6 20.6888 129.5736 363.1229 711.0457 1176.4
C7 20.6938 129.6735 363.0391 711.5199 1176.5
C8 20.6934 129.6344 362.7652 711.2064 1176.5
C9 20.6881 129.6581 363.0887 711.3419 1176.4
C10 20.671 129.5733 362.9615 710.5092 1175.9
Frequency decreasing% 0-2.3 0-1.85 0-1.51 0-1.23 0-1.01

Table (5) Natural frequencies for the blade at Q = 30 (rad/sec)

Scenarios 1% mode 2" mode 3" mode 4™ mode 5™ mode
Undamaged 38.4810 150.5482 384.6151 734.0786 1199.6
D1 38.2927 149.5488 382.1778 730.0604 1194
D2 38.0690 148.3912 379.4244 725.6270 1188
D3 38.4343 150.5407 383.7020 730.9727 1196.9
D4 38.3774 150.5314 382.5917 727.2765 1193.9
D5 38.4732 149.9810 384.5330 730.7424 1198.5
D6 38.4635 149.2921 384.4325 726.7488 1197.3
D7 38.4804 150.2511 382.4578 731.6352 1199.3
D8 38.4795 149.8832 379.8411 728.7463 1198.9
D9 38.4550 150.2743 384.1418 730.9915 1197.8
D10 38.4266 149.9741 383.6247 727.6265 1195.9
C1 38.4732 150.5061 384.5129 733.9127 1199.3
Cc2 38.4499 150.3824 384.2125 733.4265 1198.7
C3 38.4791 150.5480 384.5776 733.9484 1199.4
C4 38.4734 150.5476 384.4669 733.5645 1199.1
C5 38.4807 150.5246 384.6126 733.9394 1199.5
C6 38.4798 150.4550 384.6053 733.5288 1199.4
C7 38.4810 150.5360 384.5255 733.9777 1199.6
C8 38.4809 150.4999 384.2606 733.6803 1199.5
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C9 38.4788 150.5245 384.5751 733.8092 1199.4
C10 38.4721 150.4545 384.4571 733.0145 1199
Frequency decreasing% 0-1.07 0-1.43 0-1.34 0.013-1.15 0-0.97

The shifting in natural frequencies at (Q2=30 rad/sec)is smaller than the shift at (=0 rad/sec)where
the centrifugal effect stiffening the blade so the effect of damage becomes smaller, so the indication for
damage presence is clearest at (QQ=0 rad/sec). Itis clear also that the maximum shifting occurred at
the scenario D2(clearest scenario as it has been mentioned) for the first five natural frequencies where
D2 has the severest damage value and the nearest damaged element to the fixed end.

DAMGE SEVERITY EFFECT:

The first three natural frequencies have been observed for variant damage severity (from 5% to 60%
stiffness reduction and crack depth) at 1% element. It was observed that 1% natural frequencies decrease
when the damage severity(stiffness reduction,crack depth)increase, and it was observed also that the, so
it is clear also from Fig.(10)that the natural frequencies affected by stiffness reduction more than crack.

;\EI\B\S\
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-

First relative natural frequencies
°
©
R

—8— crac
—©— damage

:
0.1

0.3 0.4
Relative damage severity

0.6

0.7

Fig.(10) Relative natural frequencies
and relative damage severity and crack
depth (1% mode)

ROTATION SPEED EFFECT ON NATURAL FREQUENCIES FOR UNDAMAGED BLADE:

In order to investigate the effect of the rotation speed nine values have been used (10- 90)rad/sec, and
it was clear from Fig.(11) that the natural frequencies increase by rotational speed increasing where

the centrifugal force stiffening the blade (due to presence of K7 terms).

S00[~| —=— for third natural

Natural frequencies
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CHANGES IN NATURAL FREQUENCIES:

40 50

Rotation speed (rad/sec)

70 80

90

Fig. (11) The relation between natural
frequencies and rotation speed

The measurement of natural frequencies is the first method to detect the damage, so the results have
been tabulated in tables(4)and (5). It is clear from these results that the shifting in natural frequencies
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Is insufficient detection indicator especially at Q=30 (rad/sec), so changes in natural frequencies being
more small when the damaged zone shifted toward free end.

EIGENPARAMETER METHOD:

For the first mode the slope starts at the damaged location and this slope becomes steeper when the
damaged location shifted closer to the fixed end, where the maximum bending has been occurred at
this point and when the damage being more sever as shown in Fig.(12)and(13). This method is efficient
for damage identification for the cases of single damages. In the cases of multiple damage the
method is ineffective, where this method is able to locate the damage at one location only, as shown
in Fig.(14) and (15).

------------------------------------------

Eigenparameter
Eigenparameter

e ; ‘ i i i i s i ; i i i i j
o 01 0.2 0.3 0.4 0.5 0.6 07 ] 0.1 0.z 0.3 0.4 0.5 0.6 0.7
loc ation lacation

Fig(12) Eigenparameter for D1,D2 (1** mode) Fig.(13) Eigenparameter for D3,D4 (1% mode)

Eigenparameter
Eigenparameter

_ H H H H ! H i i I H I i i i
a a1 0.z 0.3 0.4 0.5 0.6 .7 o a1 0.z 0.3 0.4 0.5 0.6 [

Fig.(14) Eigenparameter for D9,D10 (1 mode) Fig.(15) Eigenparameter for C9,C10 (1% mode)

RESIDUAL ERROR METHOD IN THE MOVEMENT EQUATION:

Error has been presented in the movement equation for damage scenarios and for first three modes as
shown in Fig.(16) to Fig.(19), where a positive peak has been displayed at the damaged regions clearly
and precisely for all investigated modes and scenarios (single and multiple damage). It is clear that the
indication for damage presence will be perceptible when the damage being more sever and closer to the
fixed end where the maximum bending has been occurred at this point.
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Fia.(16) Residual error for D1.D2 (1** mode) Fia.(17) Residual error for D3.D4 (1% mode)
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Fig.(18) Residual error for C7,C8 (1" mode) Fig.(19) Residual error for C9,C10 (1% mode)
MODE SHAPE CURVATURE:

The absolute differences between mode shape curvature of healthy and defected blade for the damage
scenarios are plotted. For the cases of single damage the maximum difference for each mode shape
curvature has been occurred at damaged zone as shown in Fig.(21)and(22) except scenarios (D1,D2,C1
and C2)where the differences of mode shape curvature are localized near the damaged zone (not at the
damaged zone) and it is a difficult task to detect the damage which locates close to the fixed end as in
Fig(20),For the cases of multiple damage it has been able to locate the damage at two zone,see Fig.(23)

5565



Number 3 Volume 16 September 2010 Journal of Engineering

x 10
BB [m - - e e e e g nnny
ca
Y O O SO bbbl c3
b= S e P T T LT e O EE
@ T O S A
g 2 2
T [
=] 5
= £
b= = o

Fig.(22) Absolute diff. for C5,C6 (1 mode) Fig.(23)Absolute diff. for D9,D10 (1% mode)

ROTATION SPEED EFFECT ON DETECTION METHODS:

The effect of rotation speed on detection methods has been investigated for rotation speed scenarios
which listed in table (3) for the first mode only because it is the clearest mode to present the facts as
shown in Fig. (24-26) .

The effect of rotation speed has been investigated on the first method (as in tables(4) and (5)) and
on the other used methods at two values of 1 =(0 and 30) rad/sec, as shown in Fig.(24-26). It is clear

that the identification for damage presence under non-rotating conditions noticeable, compared with
the identification under rotating conditions, where the centrifugal effect stiffening the blade.
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Fig.(24)Eigenparameter for SD1,SD2 Fig.(25) Residual error for SD1,SD2
Fig.(26) Mode shape curvature for SC1,SC2
CONCLUSIONS

The main conclusions of the present work according to the results may be summarized as:

The shifting at natural frequencies only are insufficient to detect the damage, so these
frequencies affected by crack depth and stiffness reduction imperceptibly, specially when

the damage located far from fixed end, as well as the decreasing in natural frequencies only can
not locate the damage .

The maximum decreasing occurred for the natural frequencies at the severest damage value and
the nearest damaged element to the fixed end, and these frequencies decrease with damage
accumulation.

For the same values of damage percent and crack ratio ; the indication for the damage percent
case is clearer than the indication for the crack ratio case.

The natural frequencies increase when the rotational speed increasing, where the centrifugal
force stiffening the blade, so the indication for damage presence under non- rotating conditions
is clearer than the indication under rotating conditions .

Residual Error Method in The Movement Equation is very efficient for damage identification,
where this method has the ability to identify the damage succefully for the cases of single and
multiple damage , so it is effective method to detect and locate the damage.
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ABSTRACT:

Analytical model is used in this paper to predict the load carrying capacity of structural
concrete members under flexural and normal force which can be concentric or eccentric. The
analysis is based on requirement of equilibrium and compatibility of strain in concrete and steel or
FRP. The adopted model is based on the real stress - strain diagrams for materials. In accordance
with this model, the member cross section is covered by a mesh with the smallest cells. After that,
stress or strain is determined in each cell and the integral is substituted by the process of summation
to define the elements of stiffness matrix. The force vectors equations have nonlinear behaviour.
However, in this model, these nonlinear equations are changed to linear equations using the
iteration methods with fixity of secant modulus of elasticity in each iteration cycle. In this paper,
FORTRAN computer program language is used to compute the force and strains vectors. The
comparison between the analytical results obtained from the used model and experimental data for
other researchers is performed. The analytical model is giving a reasonable agreement between the
theoretical and experimental results.
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KEYWORDS: Flexural Member, Fibre Reinforced Polymer, Ultimate Moment Capacity,
Moment-Curvature diagram

INTRODUCTION

Conventional concrete structures are reinforced with nonprestressed and/or prestressed steel.
The steel is initially protected against corrosion by the alkalinity of the concrete, usually resulting in
durable and serviceable construction. For many structures subjected to aggressive environments,

5569



N.K. Oukaili Analysis of Concrete Flexural Members
A.Ali Al-Asadi Reinforced with Fibre Polymer

such as marine structures, bridges and parking garages exposed to deicing salts, combinations of
moisture, temperature and chlorides reduce the alkalinity of the concrete and result in the corrosion
of reinforcing and prestressing steel. The corrosion process ultimately causes concrete deterioration
and loss of serviceability. To address corrosion problems, professionals have turned to alternative
metallic reinforcement, such as epoxy-coated steel bars. While effective in some situations, such
remedies may still be unable to completely eliminate the problems of steel corrosion (cited in ACI
440H, 2000).

Recently, composite materials made of fibres embedded in a polymeric resin, also known as
fibre-reinforced polymers (FRP), have become an alternative to steel reinforcement for concrete
structures. Because FRP materials are nonmagnetic and non-corrosive, the problems of
electromagnetic interference and steel corrosion can be avoided with FRP reinforcement.
Additionally, FRP materials exhibit several properties, such as high tensile strength, that make them
suitable for use as structural reinforcement (Dolan et al., 1999).

STRESS-STRAIN MODEL FOR MATERIALS

In 1986, Korpenko (Korpenko et al., 1986) suggested a relationship to predict the stress-
strain diagram for concrete and steel under unaxial loads. This relationship unified the stress-strain
diagram represented for concrete in tension or compression and all types of steel (mild or high
strength steel).

Let:

— (s . —_ &

5 = Am‘ . E - ;n‘ @
O-m 8m

where:

om & - relative level of stress and strain, respectively; &, &, stress and strain at the peak of
stress-strain diagrams for materials (concrete and steel); &, , &,,: stress and strain for materials
(concrete or steel); mn : represents the parameters for concrete and steel, (m = c,t : represents the
compression or tension in concrete, respectively. m=s, ps, f : represents the nonprestressing,

prestressing steel or fibre reinforced polymer, respectively).

The nonlinear behaviour of the stress-strain diagram for materials (concrete or steel) can be
represented by the following expression (Korpenko et al., 1986):
=&, E,,V )

Om

where:
E - initial modulus of elasticity for material (concrete or steel); v : coefficient of elastic strain

(represents the elastic strain to the total strain) (Korpenko et al., 1986).

v, =1, |0'm| é‘am’el 3)
- - 2
vm = vm + (vo - vm )\/1_ elm”m - eZm”m ’ |O.m| > ‘am,el
Where (Korpenko et al., 1986):
. = ci-m B O-m,el — a:m _~O-m,el =7 (4)
m O " O myel 1- O el
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where:

6o - Proportional limit of material; &, ¢ : relative level of proportional limit of material; ¥ :

coefficient of elastic strain when the stress ¢, reaches the ultimate stress &,; v, : coefficient
depended on relative level stress for material; e, ,e,,: coefficient depending on type of material
(steel or concrete).

ezm =17- elm (5)
To use Eq.(3), the e,,, must be less than 2 (Korpenko et al., 1986).

Stress-Strain Model for Concrete

The stress-strain diagram of concrete (Fig.1) is represented using Eq.(2) and Eq.(3) by
taking the following expressions for coefficient v, and e, (Korpenko et al., 1986):

v, =1 s Ec <17 (6)
v0=2°05ﬁc ; Ec>1

e, =1.72—1.827%, ; g,<1 )
e, =195v,—0.138  ; g,>1

where:

G, stress at the peak of stress-strain diagram for concrete; &, : strain at the peak of stress-strain
diagram for concrete; ¢_: coefficient of elastic strain when &, =6,; E,: initial modulus of
elasticity for concrete; v, : coefficient that depends on the stress level of concrete; e, . : coefficient
that depends on type of materials.

Compression
c

Q
by

A

Tension

Figure 1: Stress-strain diagram for concrete (Oukaili, 1998)
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Stress-Strain Model for Steel

In addition to the general mechanical properties in concrete and steel which are required to
simulate the o — & diagram; steel has special mechanical characteristics such as yield stressay or

o, ,and yield strain g, ,and coefficient of elastic strainy, , .
The elastic stress for high strength steel (Fig.2a) is determined by:

Oge = By 0y, (8)

Where:
o, - stress for steel at yield state; g, : coefficient that depends on steel type.

The coefficient e, can be found from equation below (Korpenko et al., 1986):

(vo_ﬁs )2(”5.2_1)4_(‘:0.2-'_‘;2 )2 <2 (9)
(’75,2_’70.2)(1_vs )2

Is

In mild steel the linear branch until proportional limit is determined using Eq.(2) with taking
v =1.

When the stress-strain diagram for mild steel is represented, the yield plateau is observed
(see Fig.2a). In this Figureg,, £ represent the stress and strain in the end yield plateau, and
determined as follows (Korpenko et al., 1986):
. , . s _9Oy : - (10)
o =(1.01: 1.03)0'y & —E—s+iy ; 6,, —0.990'y
where:
Ay length of yield plateau depends on steel type (0.008-0.015).

After the yield point, mild steel will undergo a period of strain hardening, in which the stress
slowly increases with a rapid increasing of strain up to rupture. The strain hardening region is

represented using Eg.2; EQ.3; and EQ.9, with taking: point ¢ to complete the strain hardening
diagram (Fig.2b), its coordinate is (Korpenko et al., 1986):

~1.2 ; —0.05+ 5@ (1)
T T2y 0 E =T E
S
With taking:
.,  —C c
_ Y50 s - _ s(c) (12)
Neor = = = ' v =
© O,—0g s@© Esgs(c)
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v

&s

(@) (b)
Figure 2: Stress-strain diagrams for (a) mild steel, (b) high strength steel (Oukaili, 1998)

Fibre Reinforced Polymer (FRP) Model

For FRP materials, an ideal elastic behaviour is assumed until the failure (PeSi¢ and
Pilakoutas, 2005) (Fig.3) and the unaxial tensile stress-strain (o — &) relation is simply given

by:
O'szfsf , OSSfSEfu (13)

where:
E ; : elastic modulus for FRP; g : strain for FRP; g . : strain at rupture.

v

€y

Figure 3: Stress-strain diagrams for FRP (Pesi¢ and Pilakoutas, 2005)
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COMPARISON BETWEEN KORPENKO MODELS WITH EXPERIMENTAL RESULTS
FOR CONCRETE

The analysis and design of structural concrete depend on the prediction of stress-strain
relationship for concrete in compression. According to that, there is a mathematical model in the
present study to predict the stress-strain diagram for concrete under unaxial load. It is compared
with actual experimental data which are collected from the following works: Wang et al., 1978;
Nilson et al., 1986; and Tasnimi, 2004. These data are classified into three groups according to
strength: low strength concrete (LSC), normal strength concrete (NSC), and high strength concrete
(HSC). Fig.4 illustrates detailing comparison between of Korpenko's stress-strain relationship and
the experimental data for the LSC, NSC, and HSC and the comparison between the analytical and
experimental data shows good agreement.

COMPARISON BETWEEN KORPENKO MODELS WITH EXPERIMENTAL RESULTS
FOR STEEL

Korpenko’s analytical steel model for mild and high strength steel is compared with experimental
data. In mild steel the experimental data collected from the following studies: Goto et al., 1998; and
Cho et al., 2004, while the experimental data for high strength steel collected from: Leax et al and
Canfield, 2005. The Fig.5 demonstrates these comparisons and a good agreement between the
analytical and experimental results can be observed.
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5574



Number 3 Volume 16 September 2010 Journal of Engineering

——Korpenks analysis ~3—Wang ef al,, 1978 —Korpenko analysis] —&—Tasnimi, 2004

fc: 34.47 MPa

i
=
L

5 =0.0037
@

T 18640 MPa

(%)

=
(]
=

_;'c' =55.65 MPa

compressare sress, MPa
B
=
L
o mMpresETe Arees, MPa
e
=

20 1 20
& =0.00337
10 1 10 ;
E_ = 30610 MPa
u {'_ r r r r Cl (.- T T T
0 000l 000z 0003 0004 0005 000§  0.007 0 f.001 0002 2.003 0.004 0.005

compressive sirain Ccompressive givain

Figure 4: Comparison of proposed model with experimental data to LSC, NSC, HSC
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Figure 5: Comparison of proposed model with test data for mild steel and high strength steel
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DERIVATION OF ANALYTICAL RELATIONSHIPS TO PREDICT THE LOAD OR
MOMENT CAPACITY FOR STRUCTURAL CONCRETE MEMBERS

The analytical model adopts the following assumption (Oukaili, 1998 and Oukaili and Akasha,
2002):
e Cross section is designed to resist the shear and the failure dose not occur because of this
effect;
e Linear strain distribution is assumed for across the section depth (Navier law);
e To determine the strain during all load levels until failure, the section between two cracks is
assumed,
e The model is based on real stress-strain diagrams for concrete (subjected to tension or
compression) and steel,
e Steel and concrete are behaving as nonlinear elastic materials;
e Total stresses are associated with total strains in concrete and steel by secant modulus of
elasticity;
In addition to the assumption above it is assumed that (AC1440, 2000)
e The tensile behaviour of the FRP reinforcement is linearly elastic until failure;
e Prefect bond exists between concrete and steel or FRP reinforcement.
The analysis is based on the requirement of equilibrium and compatibility of strain in concrete and
steel or FRP. The equilibrium equations take the following form:

m

n
N=1lode +2s;4. + 2o
0 c

¢ isfids * 2o psi

EfﬁAﬁ

5 f (14)

m
= j. Z . . Z
M P acyd.Qc + ; oA Y + i=16P51Apsiypsi + i=16ﬁAﬁyﬁ

X =] SV si
¢

. n j
cxd!lc+.2 o Asix +

| Lo ¥
My o, ° Il T2 i T2 A Y g

where:
N : axial force; a7, : bending moment in ¥ direction; M, bending moment in X direction; £, :
concrete area; o, o, Opsi+ Ofi- the stresses in concrete, nonprestressing steel, prestressing steel,

and fibre reinforced polymer (FRP), respectively; m, n, j: number of nonprestressing steel,
prestressing steel, and FRP, respectively; A, Ay Ay area of nonprestressing steel bars,

prestressing steel bars, and FRP elements, respectively (Fig.6); X, vy, Xpsiv Ypsit Xfir Vi

distance from the centre of gravity of nonprestressing steel, prestressing steel, and FPR to the local
coordinate axes, respectively (Fig.7).
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Figure 6: Cross section for member Figure 7: Positive sign for forces on

the cross section

The physical relationship is used to determine the stress, which is shown as follows:
oc=Es=Eve (15)

where:
E : secant modulus of elasticity for materials; v : coefficient of elastic strain.
According to Bernoullis’ theory "the plane cross-section before loading remains plane after

loading"”, the strain in any point is expressed as follows (Oukaili, 1998 and Oukaili and Akasha,
2002):

£=€,,, +6,+K | y+ny (16)

where:

gm - initial strain in materials (concrete , nonprestressed steel, prestressed steel, and FRP) resulted
from effective prestressing force, €, : strain that result from axial load.

Kx: curvature in Y-direction, Ky: curvature in X-direction, X, y: distance between centre of gravity
for concrete, prestressing steel, and nonprestressing steel and the local coordinate axes.

The substitution of Eq.(15) and Eq.(16) in Eq.(14) results in:

N Ci1 C12 Cr3 |¢

o
My (=|Ca1 Ca2 Cp3 " Ky (17
M| |[C31 C33 C33| K,
where:
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I 5 5 . (18)
CII=AC EC vchc+i§IESi vsi ASl + i=1EPSl vai ApSl + i:]Eﬁ Aﬁ
1 " 3 ;
= = sy A Ly 19
CIZ CZI y Ecvcychc+i21ESl v Ag Vg +i=1Elm Y psi Apsi ypsi +i=1EﬁAﬁyﬁ (19)
c —
j " > 3
= = VAo X , 20
C13 C3I A E.v, xchc+i§IEst v Ag Xg + ,'=1EPSl vpsi Apsi xpsi + i=1Eﬁ Aﬁ xﬁ (20)
] 2 5 2 ? ﬁ (21)
C22=Ac Ecve ye dAc""lEIEsi vsi Ag Vi +l§' E psi Y psi Apsi Ypsi © i=1Eﬁ Aﬁ Y fi
I v 3
C23=C32=A Ecvcxcychc+.ZlEsi v Ag X Vg t i=IEPSi vpsi Apsi xpsi ypsi
c =
(22)
;
A A A g
I ’ 5 P,z 2 g 23
Cys=y Ecvox dd, + BEGv Agxg + BEpgv oA x o+ BEGd x, (23)

c

The direct integration to determine the stiffness matrix elements is not defined

mathematically, because secant modulus of elasticity depends on the strain value for material. For
that, the numerical integration method is used to determine the stiffness matrix element. In
accordance with this model, the member cross section is covered by a mesh with the smallest cells.
After that, stress (strain) is determined in each cell and the integral substituted by the process of
summation to define the elements of stiffness matrix (Oukaili and Akasha, 2002).
The force vectors equations (Eq.17) have nonlinear behaviour. However in this model, these
nonlinear equations are changed to linear equations using the iteration methods with fixity of secant
modulus of elasticity in the current iteration cycle (Oukaili, 1998). So that, the stiffness matrix
elements take the following form:

k J

C. -2ZE A+zE A+zE A .+ 2E A (24)
- ci Cl S AY) AY2 . 14
117 ;_g Py PR Vpsi “p i—=1 J1°7fi

k J

C12=C21=i§IEci Vei Aci Vit Z Eg vg Ag ys1+ Z Epsi Vpsi Apsi Vpsi + E'IEﬁ Aﬁ Y fi (25)
§ 5 5 26
CI3=C31=l i c aAlx +[EIESI SIASI S’+IEIEI’S’VPS’ ApSl xpsi +i=]EﬁAﬁxﬁ ( )
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k J 2
_Y 2 2 S E iy A oy 2 (27)
ng i=1Ect ci Act Yei +1§1ESI Vsi Ast Vsi +i§IEPSI val ApSl ypSl + i=1Eﬁ Aﬁ yﬁ
k m n
= ) LE. YE ..
C23 C32 i= 1ECI ei Ad X Yo * i=1ESI Y Asi X ¥s * i=1EpSI vpsi Apsi Xpsi ypsi
j (28)
¥ ZEﬂ i %5 Vi
5, 2 L 3 2 (29
C Aqi E . Ag E . A4 . . E ~ A
337 =1 Cl Vei x +t§l si Vsi x +lZI Dsi pst pst xpSl + i=1 fi fi xﬁ
Where:

C,, - axial stiffness, which depends on loading level and geometric properties of the cross section;
C,, - axial-flexural stiffness, due to axial force (compression or tension) and bending moment in Y -

direction, which depends on the geometric properties of cross section, stress-strain condition and
the location and direction of selected coordinates axes; C,,: axial-flexural stiffness, due to axial

force and bending moment in X-direction; C,,: flextural stiffness in Y-direction; C,,: stiffness,

due to bending in X and Y direction, which depends on geometric properties of the section and
locations of selected coordinates; Cas: flextural stiffness in X-direction: K : number of effective

concrete cells; A, : the cross sectional area of the concrete cell i; x, y,: distance from the centre

of gravity of the concrete cell i to the selected coordinates; m: number of nonprestressed
longitudinal steel bar in the cross section; A : the cross sectional area of nonprestressed

longitudinal steel bar i;
Xsi, Y- distance from centre of gravity for nonprestressed longitudinal steel bar i to the selected
coordinates; N: number of prestressed longitudinal steel bar in the cross section; A the cross

sectional area of prestressed steel bar i; distance from the centre of gravity for

pSI ! yp5|
prestressed longitudinal steel bar i to the selected coordinates; j: number of longitudinal FRP bar
in the cross section; 4. the cross sectional area of the FRP bar i; x ;;, y 5 : distance from the centre

of gravity of longitudinal FRP bar i to the selected coordinates.
The equation (17) can be rewritten in the following shape:

{r}y=[cCcl]*{a} (30)

Where:
{F}=|N ,MX,MyJ: load vector; [C]: section stiffness matrix; {ﬂ}:{go,Kx K, }T: axial strain

vector.
The stiffness matrix elements depend on the secant modulus of elasticity and the last
depends on stress-strain diagrams. Therefore, Eq.(30) takes the following new shape:

{F}=[c(e)]* {2} (31)
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The strain in cross-section determined by Eq.(16). Eq.(31) can take the new shape:
{F}=[c()]*{2 (32)

In the nonlinear system, Eq.(5-32) represents a compatibility relationship which is used to
determine the moment capacity of the structural concrete members.
The analytical model is attributable to using discrete approaches and nonlinear analysis using
modern electronic computers and using numerical methods (Oukaili and Akasha, 2002). Oukaili
program (Oukaili, 1999) called SECTION is used in this paper.

6. Structural Concrete Members Reinforced with Fibre Reinforced Polymer (FRP) Bars

Simply supported beams for other investigators are examined to study the flexural behaviour
of the structural concrete members reinforced with FRP bars. These beams are shown as follows:

6.1 Aiello and Ombres (2000)

Aiello and Ombres (2000) cast nine concrete beams reinforced with AFRP rebars for
flexural tests to examine the failure load. The tensile reinforcement area is 176.7mm? The beam
spanning 2610 mm was subjected to four-point bending. The cross sectional geometry and test set-
up beam are as shown in Fig.8.

P 870 P b =150
> 7Y
\ 4 A 4
h =200
JAY L' = 2610 A
"7 7 4975
! L = 3100 ' | ®O®9® [5c-35

all dimension in mm

Figure 8: Cross section and test set-up of beam A

Average value of the tensile strength and modulus of elasticity of the rebars determined by
standard tensile test, are 1506 and 50100 MPa, respectively. The average compressive strength of
the concrete is 46.2 MPa. ACI 318 Committee (ACI 318, 2008) expression is used to determine the
modulus of rupture and modulus of elasticity and shown as follows:

fr =0.62,/ ¢ (33)
E = 4730,/ (34)

To determine the strain corresponding to the maximum stress &, the empirical equation
assumed by Smith and Young (Smith and Young, 1956) is used and shown as follows:

5

g, =(0.71f¢ +168)x 10" (35)
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For that, the compressive straing,, modulus of rupture and modulus of elasticity for

concrete are 0.002, 4.214 and 32286 MPa, respectively.
The analytical moment-curvature relationship at critical section is evaluated for beam A,
which is shown in Fig.9.

0 0.02 0.04 0.06 0.08 0.1 0.12
K_(mm™)

Figure 9: Theoretical moment-curvature diagram for beams A
Beam A failed experimentally at a bending moment of 22.84 kN.m. Analytical moment
capacity is determined based on the used model in this study and the model recommended by ACI
440H Committee; these moments are 21.17 kN.m and 19.062 kN.m, respectively.

Dolan and Burke (2001)

Two rectangular and T-section beams reinforced with prestressed CFRP bar were tested by
Dolan and Burke (2001). Beam strawman 3 is studied in this section. This beam is simply supported
and was subjected to four-point flexural testing. The cross section dimension and flexural testing of
beam is shown in Fig.10.

| b=181
/P i 3
Py Py
h =241
L =3048 18
l » ® [5c-3s
[~ i y

all dimension in mm

Figure 10: Cross section dimension and flexural testing for strawman 3

The measure compressive strength of concrete used in the beam is 31 MPa. The other
mechanical properties of concrete are determined using the same empirical equation in section 6. 1.
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Therefore, the calculated value of the compressive strain &,, modulus of rupture and modulus of

elasticity is 0.0019, 3.452, 26336 MPa, respectively. The mean tensile strength of FRP is 1862
MPa, and the mean modulus of elasticity for the CFRP bars is 146 GPa. The tensile reinforcement
area is 50.3 mm? and the initial prestressing force is 53.4 kN.

The analytical moment-curvature diagram for Strawman 3 beam is shown in Fig.11.

sirawmani

-l].rll 0.01 0.02 0.03 0.04 0.0= 0.0& 0.07 l].rﬂ

th

K, (mm™)

Figure 11: Theoretical moment-curvature diagram for beam strawman 3

Strawman 3 beam is failed experimentally at moment 19.1 kN.m, while the moment from
the used model and Burke and Dolan is 18.856 and 18.293 kN.m, respectively.

STRUCTURAL CONCRETE MEMBERS REINFORCED WITH FIBRE REINFORCED
POLYMER (FRP) PLATE

External reinforcement with nonprestressed and prestressed FRP plate for simply supported
concrete beams under flextural test for many investigators are used in this study. Detailed study for
some beams is shown as follows:

Nguyen et al. (2001)

Simply supported beams strengthened with CFRP plate were studied by Nguyen et al. 2001.
A1500 beam has 120 x 150 mm cross section and 1500 mm length, this beam is subjected to four
point loads. Detail of the beam and test loading is shown in Fig.12.

. |le——Dh0=120 4,
P/? + '
27 a0 P/? 206 ® a2
\ 4 \ 4
h =150
”é’ L'=1330 77 ¢ @
< = > v $c-30

L L =1500 | >
¥ ”| w_ =80

all dimension in mm
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The tension and compression reinforcement areas of the beam are 236 and 56.5 mm?. The

CFRP plate of 80 x 1.2 mm cross section is used. The compressive strength of concrete is 44.6
MPa. Table (1) presents the mechanical properties for materials.

Table (1): Mechanical properties of materials

Reinf. Yield Ultimate || Modulus || Modulus || Ultimate || Strain at
Materials Area || Strength || Strength of of Strain Maximum
mm? MPa Mpa Rupture || Elasticity Stress
MPa GPa
CFRP plate 96 - 3140 - 181 - -
Tension
reinforcement 236 384 461* - 200* 0.17* -
bar
Compression
reinforcement 56.2 400 480* - 200* 0.17* -
bar
| Concrete || - || - || 446 || 4141”7 | 31588 || - || 0.002" |

"assumed ( f; =0.62,/ f¢ 8y = (0.71 £ +168)x 10_5,EC =4730,/ f¢ ) * assumed

The moment-curvature of this beam is shown in Fig.13.

AlZ00
30 -

1] 0.0z

004 0.06
-1
K, (mum )

Figure 13: Theoretical moment-curvature diagram for beam A1500

The beam A1500 failed at the experimental applied moment of 25.96 kN.m. While, the

ultimate moment from the used model and ACI 440H Committee is 23.066 and 18.311 kN.m,
respectively.

Zou et al. (2005)

Zou et al., (2005) has studied the flexural behaviour of five reinforced concrete beams
strengthened by prestressed CFRP. Three of these beams are used in this study. All beams have the
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same dimension of 100 x 150 x 2200 mm (width x depth x length). The clear span 2000 mm of the
beams have been loaded by two equal forces. The cross section dimension and test of set-up are
shown in Fig.14.

P/2

ol | b =100
- >
. 600 ' [ o |3 =20
294
A \ 4
Pi - h =150
//é/ L =2 777 2¢8
I | y
|‘ L = 2200 k| H—H
[~ i w_ =90

Figure 14: Cross section dimensions and flexural testing

The average compressive strength of concrete is 19.92 MPa for three specimens. The area of

CFRP sheet used is 90 mm wide with an average thickness of 0.167 mm and the initial prestressing
force is 22 kN. Table (2) shows details of mechanical properties for materials.

Table (2): Mechanical properties for materials
Reinf. Yield Ultimate || Modulus || Modulus || Ultimate || Strain at
Materials Area || Strength || Strength of of Strain Maximum
mm? MPa MPa Rupture || Elasticity Stress
MPa GPa
CFRP plate 15.03 - 2941 - 207.2 - -
Tension
reinforcement 101 309.9 372* - 224.5 0.17* -
bar
Compression
reinforcement 25 595 714* - 201.2 0.2* -
bar
| Concrete || - || - || 1902 || 2767 || 211117 || - | 0.00182" |
"assumed ( f; =0.62,/ f¢ 8y = (0.71 £ +168)x 10_5,EC =4730,/ f¢ ), * assumed

Fig. 15 shows the moment curvature diagram for beam B5.

5584



Number 3 Volume 16 September 2010 Journal of Engineering

B&

(=]
==

]
El 6
5|
=

3

-0n2 0.02 0.04 0.06 0.08 011

!
H

K_(mm™)
Figure 15: Moment-curvature diagrams for prestressed beam B5

Beam B5 has failed at moment 8.75 kN.m, while the ultimate analytical moment is 7.647
KN.m.

CONCLUSIONS

The modelling of materials presented in this study is good to represent the actual stress-
strain diagrams of LSC, NSC and HSC and mild and high strength steel.

The presented model gives good agreement with experimental results for the structural
concrete member reinforced with nonprestressed FRP bar and plate.

A reasonable agreement between the analytical and experimental results of the structural
concrete member reinforced with external FRP plate is observed.
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ABSTRACT

This paper presents the design of a sliding mode controller for an uncertain model of a
TORA system (Translational Oscillations with a Rotational Actuator) as a two DOF underactuated
mechanical system. The switching function is selected to make the TORA system an asymptotically
stable mass-spring system with a nonlinear damping effect when the sliding mode controller
constrains the state to the sliding manifold. This sliding mode controller is derived here according to
a new formula consisting of continuous and discontinuous parts. The main obstacle in the controller
design is the uncertainty in the switching function, which appears in the controller formula. The
sliding controller is found effective in bringing the system state to the neighborhood of the
equilibrium point in spite of the uncertainty in the switching function. In addition, the chattering
problem is solved via the use of approximate signum function.

sdadAl

o Ay all aia pa @l adall caati A ki TORA e shaial (31 310 JS8 53 shas ananal Candl 138 J5liy

Al Hhieal) aasg Laxie @lld g Jhd ¥ dedia ae b e (ali Al 4o shie TORA Ui da shaie Jead dpagill a1y Ll

e 3 5 s e 3 (e O 9SE B 0a Dl Ladi Casall e 8 B ) plag i) daps SlELS) 23 3V V) mlaw )

G el an g lanadl) Araa A el A5 Joaill 413 (3 msaill (b lassall maanad 3 SY1 Adall ) ains

da aellly ) ALyl il s 8 (i sard) (e at el Y] dhd ) das dihie ) A shaiall Ala Gils 8 Ylad
BB AdAl Ay 555 A0 aladiuly lad )Y Al

KEYWORDS: under actuated mechanical system, sliding mode controller, uncertainty

INTRODUCTION

Underactuated system is a mechanical system with number of actuators less than the number
of configuration variables that describe the mechanical system behavior according to Euler-
Lagrange equation. The TORA system is a two DOF mechanical system where the mass-spring
system is actuated via the rotation of an eccentric mass, as shown in Fig. 1. During the past decade
many nonlinear controller design techniques were applied to the TORA system. Jankovic et. al.
(Jankovic et. al. 1996) applied a passivity-based approach to the TORA system. Olfati-Saber
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(Olfati-Saber 2001) transformed the underactuated system to a normal form that depends on the
relative degree, and then applied known control strategies like the backstepping. The same approach
of Olfati-Saber was applied by Qaiser et. al. (Qaiser et. al. 2007) to the TORA system. Zhong-Ping
J. and Kanellakopoulos I. (Zhong-Ping and Kanellakopoulos 2000) proposed an observer/controller
backstepping design in which one of the unmeasured state appears quadratically in the state
equation. The backstepping approach applied to a nonlinear system assume exact system model. A
complicated formula may result due to the application of the backstepping approach as reported in
reference (Jankovic et. al. 1996).

z i
O O

mp

Uw
M’I
k '9

e 7
X

Fig 1: The TORA system.

The systems considered thus far are assumed certain systems. However, uncertainty is a
major problem that has not been considered in controller design of underactuated systems thus far.
Application of uncertainty is a unique, challenging and interesting research area (Spong 1997). In
this work, the sliding mode controller design is accomplished for an uncertain TORA system model
after transforming it to a form known as the regular form (Luk'yanov and Utkin 1981). A suitable
switching function for the sliding controller is selected to constrain the system state to its zero-level
(sliding manifold). A successful design implies that the dynamic of the underactuated system at this
manifold is asymptotically stable.

Uncertainty in system parameters of an underactuated system leads to many problems like
the non-linearizability, difficulty in selecting an attractive surface and the uncertainty in switching
function. An attractive switching surface is proposed in reference (Hameed 2007) based on the
flatness property of the TORA system. In addition, using uncertain switching function in controller
formula ensures only the state is constrained in a region about the equilibrium point (Hameed
2007).

The organization of this paper is as follows: the mathematical model is derived in section
two. Section three is devoted to the design of a sliding mode controller which includes the selection
of switching manifold based on flatness theory, the effects of using approximate signum function
and the presence of uncertainty in switching function. The new sliding mode controller formula is
presented in section four and the derivation are given in appendix (A). Section five presents the
results and discussion of four numerical simulation tests and finally the conclusion is presented in
section Six.

MATHEMATICAL FORMULATION

As shown in Fig. 1, the TORA system consists of translational oscillating platform, which is
controlled via a rotational eccentric mass. The inertia matrix, potential energy and the force vector
(one-form) assume the following form (Olfati-Saber 2001);

m, +m m,r cos(é@ 1
M=l ' 2 > (©) , V(x,0)==Kx® +(r —rcos(6))m,g, , F =d@
m,rcos(8) m,r? +1 2
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The dynamical equation of the TORA system are (Hameed 2007):

X = %[(mzr2 1, m,rsin(@)@) - (m,r? + 1, JKx+ (m,r) g, sin(@)cos(e)]

(m,rcos(9)) .
A

0= ns (m,r)? sin(¢9)cos(9)(0')2 +(m,r)Kxcos(@)—(m, + m, )m,g,r sin(@)]

1)

_(m+m,)
A

u

where,
A=(m, + mz)(mzr2 + IZ)—(mzr)2 cos?(8) = ml(mzr2 + I2)+ m, 1, +(m,r)*(sin(9))* >0

Corollary (3.1) in reference (Hameed 2007) proves that the TORA system is a flat system
since My, is constant for the actuated shape variable. The flat output is given by;
m,r .
=X+ sin(@ 2
y (ml +m2j ©) @)
Differentiating eq.(2) twice and with the aid of eq.(1) yields the underdetermined differential
equation, i.e.;

N K
m, +m,

Eliminating X from egs. (2) and (3), the underdetermined equation assumes the following form;

. K Km,r .

go _{ Jy L LY @
m, +m, (m, +m,)

The design of the sliding controller in the next item assumes the following statements;
i. The output Y and its derivatives are assumed to be known precisely, which is an essential

assumption.

ii. The rest points for the TORA system in terms of the configuration variables (x,6) is the rest
point set {(0,0): 0 e (— z,+7)}.

According to statement (ii), the controller must be able to translate the state from any condition (any
perturbed condition) to the rest point set described here only.

SLIDING MODE CONTROLLER DESIGN

The work reported in this section is based on the results of three propositions; namely
propositions (4.2), (5.7) and (5.5) and lemma (5.1) of reference (Hameed 2007). The interested
reader may refer to reference (Hameed 2007) for the proof of these propositions and the lemma. For
convenience, however, only the proof of proposition (5.7) is presented here due to its importance.

Selection of Switching Manifold

Selection of the switching manifold is the subject of proposition (4.2), (Hameed 2007). It
states that; The selection of the function S ,where
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e=fy(y,q,)+ky+k,y
s=¢é+1e ’
will globally asymptotically stabilizes the 2DOF flat underactuated mechanical system with sliding
mode controller provided that: (i)k,,k, >0, and (ii) f,(0,g,)=0=>q, =0.

A TORA system with this switching manifold becomes globally asymptotically stable
(GAS) according to proposition (5.7), (Hameed 2007). The statement of this proposition is;
Proposition: Consider the TORA system dynamic given by eq. (1), the sliding controller U that use
the following switching function:
S=€+e

5

e=0+tan" ¢y ©)
Render the TORA system GAS system, where ¢ is a design parameter in the error function, which
has a damping effect.
Proof: To prove the validity of the switching function in eq. (5), first it is needed to show that ¥ is
asymptotically stable (AS) with €=0, ie., if we write y=f(y,y,e) at any €, then
y = f(y, y,o) is AS. Then it is required to show that the upper sub system given by eq. (4) is (ISS)
with € regarded as a disturbance. Finally it is required to show that the selection of S will not lead
to a singularity in input channel i.e. L;s = O at any point of (x,6). The underdetermined equation

.o

Y given by eq. (4) may be written in state space form as;

Vi=Y=Y,
. K Km,r . (6)
=— + sin(@
& (m1+mzjy1 (m, +m, )’ ©)
When e=0, we have 8 =—tan*(cy) or tan(6)=—cy = sin(9)= =, then eq. (6) becomes;
V1+(cy)
. K Km,rc
Y, =— Y1 — : 2 £ > (7)
(m, +m,) (m, +m,) 1+ (cy,)
Now let the Lyapunov function be given by;
A 1
:Eyf+5y§, A>0 (8)
. ] K Km,rc
V=AYY, + Y.V, =AY, + Y| - L £ =
(m, +m,) (m, +m,) 1+ (cy,)
K Km,rc 1
:(A_—]Bﬁyz - 2 2 > y22 (9)
m, +m, (m, +m2) 1+(cy,)

Therefore, V is negative semi definite when A is chosen as A= and V is a proper

m, +m,
Lyapunov function provided that the only equilibrium point is at the origin. To show that the TORA
system is ISS, re-write eq. (5) with € =0, i.e.;
Ky, Km,r

V2 =o (ml + mz) B (ml +m, )2 Sin(e e (Cy2 )) -
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Clearly Y, is globally Lipstize function. It means that g(e,y,,y,) is a bounded quantity defined
as;

x, |aley.y,) <L, ., L, >0 (11)

9(e.v..Y,)= jayz<vng<e>d

e

The TORA system is ISS because the following integral J' edr is bounded since rr(léix)|e|<oo for
te(0,00
0

te(0t,)- It is GAS according to theorem (4.4) in reference (Hameed 2007). Finally, L s is greater

than zero as will be shown later on when the controller is designed. -

Approximate Signum Function

To avoid chattering, the approximate form of the signum function will be used. It is given
by;

sin| 2 ls| <&,
san(s) ~ sgn(s),,, = 25, (12)
sgn(s)  otherwise
The effect of the approximate signum function on the attractiveness of the sliding manifold is
governed by lemma (5.1), (Hameed 2007). It states that; The use of the approximate signum
function in eq. (12) guarantee the existence of the following attractive boundary layer around the
switching manifold s =0
-0, <S<9, (13)

Using Sgn (S)app guarantees only the attractiveness of a region bounded by a boundary layer in eq.
(13).

Uncertainty in Switching Function s

The effect of using uncertain switching function in the sliding mode controller design will now be
considered. The uncertainty in switching function is due to many reasons like the measurement
error and/or the uncertainty in the output function calculation and its derivatives. Since the
switching function is constructed from these quantities, then this function becomes uncertain. The
uncertainty in switching function s is treated by proposition (5.5), (Hameed 2007). It states that:
Consider the underdetermined equation for a system given in the following form
x=f(x)+g(xu (14)
then the use of uncertain switching function in the controller design renders the system stable and
stay in a bounded region around the origin if and only if the underdetermined equation is ISS.

SLIDING CONTROLLER FORMULA

An approach is developed in reference (Hameed 2007) for formulating sliding mode
controller law for the dynamic system given by eq.(14) with scalar input u. The approach utilizes
bounded estimation for the uncertainty in the Lie derivative of the switching function S with
respect to f and g respectively. Starting from the time rate of change of the switching function S
with respect to the system dynamic of eq. (14) as;

s=L,s+(L,sh (15)
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where L;s and L s are the lie derivatives of s with respect to f and g, respectively. Re-writing

L, s terms of its nominal value as follows;

L;s= (Lf s)nom + [Lf S— (Lf s)nomJ: (Lf s)nom + A(Lf s) (16)
where, L s—(L s) m:A(L S) and;
=L s—(Ls) |=[alLs)<s|(Ls),,, (17)

Similarly, for Lgs and noting that L ;s >0;
Ls=(Lys) +AlL,s) (18)

Lys—(Lys),..|=|alLys) < 5, (L,s) (19)

nom

where (Lfs) and (Lgs) arethe LS and L,S at the system nominal parameter values and
nom nom

o; and 5g are the percent estimation of the variation of L;s and Ljs from their nominal

values, respectively. Now the design of the controller law can be implemented using proposition
(5.1), (Hameed 2007). The proposition states that: Consider the uncertain dynamical model
described by eq. (14), the sliding mode controller that constrains the state to the switching manifold
takes the following form;

= t3 - 20
u Vy,SOn S
I S . 0 g ( )

with v, equal to:
o; +0 L,s
V(,:u[lf (;M j
- 9 gs nom
The estimation of the upper and lower variation of L;Sand L,S is not an easy task, it
requires that each parameter variation should be considered separately. To overcome the problem of

the uncertainty in system model, the Lie derivative of the switching function L;s is decomposed

into uncertain and certain terms. Also, the uncertain term is decomposed to | terms as:
|

Lis=>(Ls), ., +(Ls), (22)
i=1
This approach is suitable for a more complicated type of system, which frequently appear in
the underactuated mechanical system. Let each of the uncertain terms satisfy the following bounded
formula:

(18), 00 - (L5),,0)

nom

(21)

=11 (23)

uncii )nom

=[a,(L,s) < 5i‘((|_fs)

The difference L;S— (Lf s)nom can be related to the uncertainty in eg. (23) as follows;

Les— (L, S)nom = AlLys)= iZI_l:Ai (Lys)= izl_ll[(l-f S)unc,i - ((Lf S)unc,i )nom] (24)

Now take the absolute value of both sides:
uan s)un(;i )nom]

bl ]
=3, i(g_i}((l-f e )nom

‘Ls Ls

> fs) e ~(Li8) ) <200 \(<Lfs)m,i)mm

nom
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where 8, = min[&,,........ .8, |. Add the absolute value of the certain term to the right hand side
of the inequality above we get;

Lis—(Lis), <0 ) 2 J(Ls), o |+ Lis), || =0 (C5),., (20
i1\ Oy

Hence, the following estimation is obtained;

Lis—(Lis),|  [AlLs) en

(@S

(Lf S)nom‘ > ‘(Lf S)nom‘ and because of this inequality requirement the certain part of

L;S is added.

The following general formula for the sliding mode controller design in the presence of
uncertainty in system parameters can now be stated. This is the subject matter of proposition (5.2),
(Hameed 2007); it states that: Consider the dynamical system given in eq. (14). Assume that the Lie
derivative of the switching function s =s(x) with respect to f given by the form in eq. (22) and
each of its i"™ component satisfy inequality (23), then the sliding controller that render the
dynamical system AS in the presence of uncertainty in system model is given by:

L,s
u=—-— —V,S0n'S (28)
Lgs nom

Oy +9, |[ Lss
ve =1. (29)
1-6, L,s

Appendix (A) presents sliding mode controller design details for the TORA system and the
control law is given by eq. (A.22).

(Cs),,

Note that

SIMULATION RESULTS

The results of a set of numerical experiments using the designed sliding mode controller
were carried out and Figs. 2 to 15 summarize the results. Throughout the simulations, the

parameters value are taken as: m, =10.25, m, =0.97, r=1.02, | =1, K=5.17, and the

initial conditions are; (x, X, 0, é)z (1,0,0,0). The units of the physical quantities are taken as meter,
kilogram and Newton for length quantity, mass and force, respectively.

Responses shown in Figs. 2 to 7 are carried out with ¢ =1(egs. (5) and (7)), exact signum
function and without uncertainty in switching function. Figure 2 shows the position X with time
where a damping like behavior is obtained with ¢ =1. This is due to the selection of the error

function where the sin(@) term (after reaching € =0) provide the damping effect. This effect
stabilizes the mass-spring system. The system is highly undamped and the settling time is of the

order of 200 seconds. The plots of X, ¢, and ¢ with time are shown in Figs. 3, 4, and 5,
respectively.
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Fig. 3: Velocity versus time.

5595




Number 3 Volume 16 September 2010 Journal of Engineering

0.8
(x,%,6,8) = (1,0,0,0)
b c=1
c
S 0.4+
©
o
E' _
(]
=
8
g 0.0
o
o)
© _
T
S
2 .04
g 0
-0.8 \ \ \ \
0 50 100 150 200 250
Time, s
Fig. 4: Angle of eccentric mass versus time.
0.8 -
(x,%,6,8)= (1,0,0,0)
B c=1
0.4
(2
S
o i
>
8
S 00
>
3
g i
o
C
<
0.4 —
-0.8 \ \ \ \
0 50 100 150 200 250
Time, s

Fig. 5: Angular velocity versus time.

Figure 6 shows the switching function response with time. The figure shows that the time
required to reach zero-level is less than one seconds. In order to reduce the reaching time to the
switching manifold a higher discontinuous gain value is required. However, this causes a high
chattering effect. Also, the state is constraint to the switching manifold with very small amplitude of
oscillation around it and this is because of the very small switching time interval used in the
simulation. Indeed a larger value of the switching time interval causes an oscillation with higher
amplitude around the switching manifold and consequently the motion is known as "zig-zag"
motion (Drakunov and Utkin 1989).
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The sliding control action is shown in Fig. 7. From this figure, it can be noticed that the
discontinuous action nature is clear through the black region. In addition, the amplitude of the
controller reduces to zero with time and it is guaranteed due to the use of variable amplitude

(Les/LyS) (eq. 27)).

0.2 Iy -
(x,%,8,8)=11,000)

c=1

0.0 H

-0.2

Switching function s

-0.4 |

0.6 \ \ \ \

0 4 8 12 16 20
Time, s

Fig. 6: Switching function versus time.

15 - :
[x,%,6,6)=(1,0.0,0)

o=1

10

Control action u, N.m

-10

-15 I I I I I I I I |
0 25 50 75 100 125 150 175 200 225
Time, s

Fig. 7: Control action (torque) versus time.

For a certain model of the TORA system, Olfati-Saber (Olfati-Saber 2001) designed a
nonlinear controller based on backstepping technique with certain parameter values. By utilizing
these nominal values in this work, it is deduced from Fig. 8 that the displacement X is similar to
those of Olfati-Saber. However, in reference (Olfati-Saber 2001) the maximum torque required do
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not exceed 3 N.m, while in Fig. 7 the control action reaches 10 N.m. The increase in torque is
mainly due to the uncertainty taken into account in the controller design.

Increasing the damping effect by selecting C =5 will greatly improve the response, as can
be clearly seen in Figs. 8 and 9. Figure 8 shows the plot of displacement X with time where the
settling time is reduced to about 60 seconds. While Fig. 9 plots the control U with time. The
maximum controller action increases due to higher damping property required. A comparison
between Figs. 7 and 9 clearly shows the torque has increased by about 100%.
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Fig. 8: Displacement versus time.
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Fig. 9: Control action versus time.
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A series of numerical tests were carried out where instead of the signum function the
approximate one is used with ¢ =5. The plot of displacement X with time (Fig. 10) is unaffected
due to the use of approximate signum function in comparison with the exact signum function shown
in Fig. 8. Figures 11 and 12 show the switching function plot. A smooth sliding mode controller
action versus time is obtained due to the use of the approximate switching function.

It can be observed from Fig. 11, the state stays at the switching manifold without chattering,
that is smooth system behavior. A comparison between Figs. 9 and 12 reveals that the maximum
torque has been reduced to approximately 10 N.m. This is because of the discontinuous part
amplitude near the switching manifold is smaller due to the use of the approximate signum function.
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Fig. 11: Switching function versus time.
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Fig. 12: Control action versus time.

The uncertainty of the switching function (proposition (5.5), (Hameed 2007) (section (3.2)))
is also tested. Figures 13 to 15 summarize the main results. Figure 13 shows the plot of
displacement X with time while Figs. 14 and 15 show the plot of the switching function S and the
controller U with time, respectively. The results shown in Figs. 13, 14, and 15 show that the
system is AS in spite of the presence of the uncertainty in the switching function (the nominal
parameter values is used in the calculation of switching function). On the other hand, the boundary
layer does not appear clearly in the plot of the switching function in Fig. 14 due to the small
uncertainty assumption in system parameters (+5%).
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Fig. 13: Displacement versus time.
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Fig. 15: Control action versus time.

CONCLUSIONS

The present work shows the effectiveness of the sliding mode control theory for the design
of a nonlinear controller for the TORA system as a two DOF underactuated mechanical system with
model uncertainty. When the sliding controller force the state to the sliding manifold, the TORA
system behaves like a spring—mass system with nonlinear damping effect due to the actuation of the
eccentric mass. A numerical simulation shows that the proposed controller is robust with respect to
the disturbances and uncertainty in system model. In addition the sliding mode controller is found
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effective in spite of the uncertainty in the switching function. Finally, these simulations prove the
applicability of the new sliding controller formula in equations (28) and (29).
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NOMENCLATURE

Symbols

AS: Asymptotically Stable.
DOF: Degree Of Freedom.
GAS: Globally Asymptotically Stable.

ISS: Input-to-State Stable.
g,: Acceleration due to gravitational attraction (g, ~ 9.8 m/s2 ).
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| : Moment of inertia of the eccentric mass about its own center.
K : Spring constant [ N/m].

Ls,L,s: Lie derivative of switching function with respect to f and g vector felids respectively.

(Lf S)Cer , (Lf s)unc: Certain and uncertain parts of Ls

m,: Platform mass [ Kg ].
m, : Eccentric mass [ Kg ].

r: Rotor radius [m].
sgn() : The signum function.

son( ),,,: Approximate signum function.

GREEK SYMBOLS

A: Determinant of the inertia matrix (A =det M ).
Oy ,0, : percent estimation of the variation of Ls and L,S from their nominal values,

respectively.
A,c: controller design parameters

APPENDIX A

Computing Controller Formula For The Tora System

To compute the control action U for the TORA system the rate of change of the switching

function is computed first as:
e=0+tan"(cy,)=0+tan*()
n

1+(n)’

ST 2(77)(77)2
1+(n) [1+(77)2]

where 17 =Cy, =cCy then;

$=0+ . 2n(11)° +0+ 1
0 p+(r]  1+@)F

In addition LS and LS are given by;

(m,r)*sin(@)cos(6) (o) + (m,rK)cos(@)x

6=0+

L,s=— +
A A

(my +m,)m,g,rsin(0) 7 __ 277(7'7)22+6-,+ 1

A 1+ [+ (n)] 1+(n)

m, +m
LgS:( lA 2)

Following eq. (21), LS is decomposed to the following form;
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3

L,s= Z(Lf s)umi + (Lf s)cer (A.7)
where, "
L,s) = U - — 277(77)22+6?+ 1 . (A.8)
Lok 1+ o+ ()] 1+(n)
(L, s)m1 = —%sin(@)ccs(@)@)2 (A.9)
Ls _ M) cos(6)x (A.10)
unc,?2 ( ) ( )
(Les),., = (ml i mi)ngor sin(6) (A11)

The nominal parameter values' are m, =10, m,=r=1,=1, K=5 (Olfati-Saber 2001),
g, =9.81. Assuming the maximum/minimum variation values are bounded by +5% of its

nominal values, then ((Lfs)unci) : (Lfs)nom and (Lgs) are,

1 “nom nom

((Lf s)unc’1 )nom = {WM}MG)COS@@Z (A.12)

5
((Lf e )nom {21+ (sin(6))?
(. S)unc,3)nom = { 19 }Sin(é’) (A.14)

21+ (sin(@))?

} COS(@)X (A.13)

—sin(0)cos(0)8) +5cos(0)x +1105|n(¢9) i 2n(n)}? 7
(L), - ) Y I
21+ (sin(9))° "1 () b+ ()] 1+(n)
(A.15)
11
L,s = A.16
TR R (A.16)
For ‘(S)nom , compute first O;, i =1,2,30f the bounded estimation for each component of
(Lfs)unC with min A =18.07 +0.81(sin(@))* as in the following

(1.05)" 1 |

< 18.07 +0.81(sin(@))> 21+ (sin(9))’ \Sin(e)cos(g)(é)z

_|{@.05)* »21-18.07)+ (1.05) - 0.81)sin(o) |(Sin(e>(:os<e>(g)2}

18.07 + 0.81(sin(0))* 21+ (sin(0))

(Lf S)unc,l - ((Lf S)unc,l)

nom

! Throughout the simulations in this work the units of physical quantities is taken as meter unit for length quantity,
kilogram for mass, and Newton for force.
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((.05)* « 21-18.07)+ (1.05)* — 0.81)sin(9))’ |

However, max
18.07 + 0.81(sin(0))? |

<0.42=¢, at sin(@)=1. Then we

have:
(Les), —(Lis),) |< 0.42(Ls),.,).. (A17)
In the same way, we get;
(Les),., (L, s)umz)nom < 0.29‘((Lf s.)mz)nom (A.18)
(L), ~((Lis),0s) < 0.35‘((|_f s (A.19)
The term ‘E‘ takes the foIIowing form;
‘E nom - _‘ unm hom fS)cer z(%)‘(l_f S1 )nom
(A.20)
0.35 oy _2e%yE) .
LR [o.zgj‘(Lf ool (7 hrerf e
where &, =min[s5,,8,,5,|=min[0.42,0.29,0.35]=0.29.
Also for Lg S, 59 is computed as;
~ | (@s5+105) 11| _
Lo (Lss)on < 18.07+0.81(sin(6)) 21+ (sin(9))] % (L5} = 023(L43),,
(A.21)
Now the sliding controller as in proposition (5.2), (Hameed 2007) is given by:
u= (L SJ —Vv,Sons (A.22)
L om
l[o 29+023}( J :0_68[LfSJ a2
1-0.23 . Lys )
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ABSTRACT

Increasing the aerodynamic efficiency and enhancing the supermaneuverability for the
selected supersonic aircraft (F-16A) is presented. Aerodynamic characteristics, surface pressure
distribution and maximum lift are are estimated for the baseline configuration for different Mach
number and angles of attack in subsonic and supersonic potential flow, using a low order three-
dimensional panel method supported with semi-empirical formulas of Datcom.

Estimation of the total nose-up and nose-down pitching moments about the center of gravity
of the completed aircraft in subsonic region depending on the flight conditions and aircraft
performance limitations. A modern program was implemented by suggesting a two dimensional
thrust vectoring technique (pitch vectoring up and down) controlled by the best design of
advanced aerodynamic and control surface (foreplane or canard). Work results shows that the
canard (as a control surface) with thrust vectoring produces enough nose-down moment and can
support the stabilator at high maneuvers, while for an aerodynamic surface, a rate of (5-6%)
increase was achieved in the aerodynamic efficiency (lift-to-drag ratio) of the baseline
configuration in both subsonic and supersonic flight.
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NOMENCLATURE
A Panel area m2
AR Lifting surface aspect ratio -
b Lifting surface span m
c Lifting surface chord m
Cavg Mean geometric chord of the wing m
Co Drag coefficient -
Cno Drag coefficient at zero lift (parasite drag coefficient) -
CL Lift coefficient -
ce Lift curve slope 1/deg

L
ce Airfoil two dimensional lift curve slope 1/deg

|
Cwm Pitching moment coefficient -
Cwmcg Pitching moment coefficient about the center of gravity -
Cwmo Pitching moment coefficient at zero angle of attack -
Cy Normal force coefficient -
Cr Pressure coefficient -
Cr Tangential force coefficient -
g Aircraft load factor -
I, Distance from the wing’s quarter chord to the canard’s quarter chord m
I, Distance from the quarter chord point of the average chord of the main wing m

to the quarter average chord point on the horizontal surface in subsonic
speed

M. Pitching moment about the origin of panel i -
M, Free stream Mach number -
N; Normal force of panel | N
Qi Resultant velocity at panel i m/s
S Lifting surface reference area m2
T Tangential force of panel i N
T Engine thrust N
Ui Vi Wi Components of the velocity at panel i in x, y and z coordinates m/s
V Stream velocity m/s
w Aircraft weight N
Xi, Vi Zi Coordinates of the panel control point m
Z, Vertical distance of the horizontal surface above the plane of the main wing m
a Angle of attack deg.
2] Inclined angle for the panel with respect to y-direction

2 2 2 deg.
B Compressibility parameter = \/1— M* or \/M -1 J
v Singularity strength M3/s.m
) Inclined angle for the panel with respect to x-direction deg.
S Deflection angle of the canard deg.

O
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S Deflection angle of the horizontal tail (Stabilator) deg.
Ory Deflection angle of the thrust vectoring deg.
& Downwash angle deg.
&, Upwash angle deg.
oe Rate of downwash -
oa

oe, Rate of upwash -
o

P Air density kg/m3
A Taper ratio -
¢ Velocity potential m/s

INTRODUCTION

the emphasis today is on technology that will allow fighters to survive and win in combat.
There is great interest today in an area of technology that goes under the generic title of
“Supermaneuverability”.

Dr. Herbst, of West Germany’s Messerchmitt-Bolkow-Blohm [Col. William, 1988], defined
supermaneuverability as the capability to execute maneuvers with controlled sideslip at angles of
attack well beyond those for maximum lift. The designer-general of the Sukhoi “Mikhail
Simonov” defined the supermaneuverability [Venik’s Aviation, 2002], as a fighter’s capacity to
turn toward its target from any position in space with at least twice the rate of turn that the enemy
fighter is capable of. One method to enhance maneuvering is to simply use all lift inherent in a
particular design, or increasing the aerodynamic efficiency (Lift/Drag). Another way of obtaining
unconventional maneuvering especially at slow speeds and at high angles of attack is the addition
of Thrust Vectoring Flight Control (TVFC) at the rear (i.e. changing the direction of the thrust
produced by an aircraft’s engine(s) (Fig. 1), and the foreplan (Canard) which provides substantial
lift as well as longitudinal trim and control and the control canard which is used for longitudinal
trim and control only (Fig. 2). In the present paper, Depending on the flight condition
requirements during pull-up maneuver and with assistance of panel method program and
developed programs, a foreplane (canard) surface has been designed (geometry, position,
permissible deflection angle) using the iterative process and added to the model for two purposes,
as an aerodynamic surface and as a control surface with thrust vectoring technique. Studying the
effect of the canard surface on the aerodynamic efficiency and total pitching moment of the whole
configuration.

COMUTATIONAL AERODYNAMIC ANALYSIS [Mason, 1998]

For small perturbations, the governing equation of the potential flow can be simplified
greatly and solution of many problems becomes possible. The linearized three-dimensional
potential equation is [L. Morino, 1974]:

B2hxx +byy +#z =0.0 ®
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Where 7is the compressibility parameter and depends upon Mach number. Expect for the

case of the transonic flow, Eq.1 is valid for both subsonic (ﬂz = (l— M 020)) and supersonic
flows (ﬂz :(Mo% -1)).

The pressure coefficient is then calculated using the exact isentropic formula

5 1 3.5
| },N| ot
where g7 =u’ +V’ +W’ ©)

The forces and moments acting on the configuration can then be calculated by numerical
integration.

N; =—ACp; cos &, cosd, (4)
Ti = A1Cpi sin 5. (5)
Mi = NiXi _Tizi (6)

The forces and moment coefficients acting on the configuration are obtained by summing the
panel forces and moments on both side of the plane of symmetry.

1 N
Cy==D.2*N, )

S

1 N
C; ==>.2*T, (8)

Si3

1 N_,
= . 9

CM e i§12 MI ©)
The lift and drag coefficients formulas are:-
CL = CN cosa —CT sina for (wing-body) (10)
Cp, =C, sina+C; cosa for (wing-body-tail) (11)
The maximum lift coefficient of lifting surfaces at subsonic speed is given by:
CLmax = (CLmax )base +ACLW (12)

The value of (C_)and AC,__can be estimated from [(Hoak.),(Daniel, 1992)].

Taking into the considerations the contributions of the additional horizontal lifting and
stabilizer surfaces on the aircraft total lift curve slope, to determine a horizontal tail contribution
(the rate of downwash) [Fink, 1975]:-

Og _ 21°CF (cayg (10—3/1) BN (13)
oo pR0T25| I 7 b
Where Z¢ is the rate of change of downwash in angle of attack.
oo
S
AC¥ “t (14)

ey 2 )
L (due to horizontal tail) ~ CLt (1‘a2j S

While the contributions of the additional horizontal lifting surface (Canard) to the aircraft (the
rate of upwash) is:-

5609



Number 3 Volume 16 September 2010 Journal of Engineering

1.04+6AR—1-7J

?ﬂ _ (0.3AR0-3 —0.33)(%_{ (15)

a
Where “u is the rate of change of upwash in angle of attack.
oo
S
o N oe, ) °C
L (due to canard) “lc (1+ 7,,0‘; J S (16)

Once the contributions of canard and horizontal tail are estimated, the whole aircraft lift
curve slope is given by:

AC

c& , _co N
L (Total aircraft) ~ L (wing-+body-+strake)
(04
ACy (due to horizontaltail) (17)

(04
AC L (due to canard)

TOTAL PITCHING MOMENT COEFFICIENT [(F-15,2003),(Shaker,2000),
(John,1997),( Perkins,1949),( B. Etkin,1996),( Nelson,1998)]

For longitudinal static stability and pitch control, the total aircraft pitching moment curve is
only considered. However, it is of interest to know the contribution of the wing, fuselage, tail,
propulsion system, etc., to the pitching moment and longitudinal static stability characteristics of
the aircraft. The aircraft pitching moment coefficient about the center of gravity due to the
contribution of wing-fuselage, aft tail, canard and thrust vectoring is:-

C =Cy, +Cy, a+C 6c +Cpy 6c+C (18)
Mcg MO M, M 5 S M 5 MTV

S
g-LOADING [Kotelnikov ,1973]

In some cases to analyze the motion of the aircraft it is convenient to use the relative
magnitudes of forces per unit of weight of the aircraft rather than the absolute ones. For this
purpose the concept of the g-load is introduced. Aircraft load factor (g) or (g-loading) during a
turn expresses the maneuvering (or acceleration due to lift) of an aircraft as a multiple of the
standard acceleration due to gravity (g=9.81 m/s2). Therefore, it is related to turn. There are two
important turns, “sustained” turn for some flight condition at which the thrust of the aircraft is just
sufficient to maintain velocity and altitude in the turn i.e., thrust must equal the drag and lift equal
g times the weight. Thus the maximum g for sustained turn can be expressed as [Daniel, 1992]:

2

KW/S)| W W/S (9

where K =1/(x ARe), e=0.8-1.0

The second turn is “instantaneous”, if the aircraft turns at a quicker rate; the drag becomes
greater than the available thrust, so the aircraft begins to slow down or loss altitude. Therefore, g
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will be limited by the maximum lift coefficient or structural strength of the aircraft and is equal to
[Daniel, 1992]:
0.5V 2SC

L max (20)
wW

9

VERIFICATION TEST

For aerodynamic analysis, the verification test was used to confirm the validity of the
computer program results with the flight data of supersonic aircraft model (Sukhoi Cy-20).
Three-dimensional paneling of the symmetrical model contain three parts. 14 strips along the
fuselage length and 6 strips along the half meridian have been used to represent the body fuselage
by forming 84 panels. 12 strips along the span and 8 strips in each contour line at chordwise
direction were used for wing, horizontal tail and vertical tail, which made 288 panels. Therefore,
the total number of panels is 372 panels.

Using the above inputs with the assistance of theoretical approach computations for the lift and
drag coefficients on the complete surface were made in three stages, wing-body, stabilizer-body
and fin-body. (Table 1) gives the comparison results between the computer program and flight
test [AIRCRAFT,1972].

A good correlation was obtained although there was about +8% error in lift computations at
supersonic speed. In fact, the present code shows a good performance in the subsonic region and
an acceptable duration in the supersonic region. The maximum Mach number and angle of attack
depends on the shape and dimension of the configuration, and should be within the linear
aerodynamic zone.

RESULTS AND DISCUSSION

Three-dimensional mesh and contours plotting were used to represent the pressure distribution
over the complete selected aircraft configuration. (Fig. 3) represent these distributions at Mach
number 0.8 and 1.6 with effective angles of attack of 10 and 15 degrees.

The maximum contour distribution as shown in (Fig. 3(A)) at 0.8 Mach number is at the
wing leading edge. It increases significantly when angle of attack is high. In (Fig. 3(A)), the
Mach cone angle is approximately equal to the wing leading edge angle and covers the horizontal
tail area when Mach number is 1.6 (Fig. 3(B)). The aircraft performance in cases of
instantaneous and sustained maneuvers capability (load factor g) is shown in the form of contours
(using the 3-dimensional Kriging Algorithm to represent the results [Kotelnikov,1973]. (Figs. 4
and 5) are used for specific flight conditions (constant combat weight = 12036.53 kg, different
altitude = 0 m, 3048 m, 6069 m, 9144 m, 12192 m, 15240 m, Mach number up to 1.0, required
angle of attack).

The maximum differences ACM cg between the two pitching moments generated from the
two stabilator’s deflection (positive and negative deflections + 25°) is (0.1561) at an altitude of
(6096 m) and Mach number (0.9) for (5g) in case of sustained maneuver, a (0.21452) was
achieved at altitude (6096 m) and Mach number (0.9) for (7g). As for instantaneous maneuver, a
(0.21452) was achieved at altitude (6096 m) and Mach number (0.9) for (7g). So, all the moving
small foreplane (canard) surface, large and fast actuator and near to the aircraft nose with Thrust
Vectoring Flight Control (TVFC) can be used to fix this problem.

Because both are sustained and instantaneous maneuvers ACMcg have the same
*J max

altitude (6096 m) and Mach number (0.9), therefore, an intermediate value of AC
-9 max
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(~0.18) will therefore be considered as an initial trail. Also to simplify the issue, the suggested
canard will have the same airfoil section as for the wing and horizontal tail, i.e., NACA 64,-204,
pitching moment about aerodynamic center CM ac about (-0.02) and the two-dimensional lift

curve slope Cla is approximately 0.1/deg [John,1997]. The conventional design procedure (or

the computerized iterative process) was used to solve the problem. Designing the proper area, lift
and position of the canard was considered in the first step. Results of the iterative process are
shown in (Fig. 6) for the first step. The minimum canard area is favorable because it ensures
minimum interference with the fuselage and wing. From (Fig. 6(A)), the proper lift curve slope

CE‘C can be chosen. The canard longitudinal position (Fig. 6(B)) is chosen to be as minimum as

possible from aircraft nose to have a long arm for moment. Therefore, the required canard lift,
area and position. At ACMC ~0.18 Canard Area =0.070—0.072 of Wing Area
‘9 max

~1.95—2.0 m*> ,Minimum required Canard Lift Curve Slope = 0.039/deg and the Longitudinal
Canard Position from Aircraft Nose=3.7m. (Table 2) shows the initial canard layout which can
be considered for the preliminary design.

The drag polar and lift-to-drag ratio of the isolated canard surface is plotted for different
@ s
LC
0.00432 /deg at 1.2 Mach number (Fig. 8). It appears as shown in (Fig. 9) that this model has
enough moment and can support the horizontal tail (stabilator) during nose-down moment at high
maneuvers capability. The effect of canard as an aerodynamic surface can be shown in (Figs.
10,11 and 12). In general, a 5-6% increase in the lift curve slope and lift-to-drag ratio of the
baseline configuration in both subsonic and supersonic regimes has been achieved when using
small, all moving canard surface.

Mach numbers as shown in (Fig. 7). The maximum lift curve slope of isolated canard C

CONCLUSIONS

e The pressure distributions over the upper surfaces of the configuration shows that the
contour distribution increased significantly when the Mach number decreases and the
pressure distribution shows a clear pattern of increasing peak pressure with angle of
attack in agreement with the increasing the strength of the leading edge vortex.

e It appears that the selected supersonic aircraft was unstable in the subsonic aircraft
regime (negative static margin) while, it was stable in the supersonic regime. Static
margin is a measure of the aircraft stability, for stability criterion becomes when static
margin > zero.
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Figure 1 Figure 2

Thrust Vectoring Flight Control Foreplane (Canard)

Table 1
Cy-20 Aerodynamic Characteristics

Wing-Body-Tail
Wing/Body || Horizontal || Vertical Total
Tail/Bod Tail/Bod

0.047346 0.007043 0.05052

0.054233 0.009251 0.05745

0.05123 0.052063 0.009147 0.05537

0.00867 0.00493 0.00256 0.01616

0.01859 0.01254 0.00708 0.03821

0.02625 0.01082 0.00584 0.04291
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(A)

Mach Number = 0.8
Angle of Attack = 10.0 deg. Mach Number = 0.8
Angle of Attack = 15.0 deg.
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Figure 3
Pressure Distribution Contours on the Upper Surface at(0.8 & 1.6) Mach number for (10
& 15) Angle of Attack
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Figure 6
Proper Canard Lift Curve Slope (1/deg) and its Longitudinal Location from the Aircraft Nose
versus the Canard to Wing Area Ratio
Table 2
The Initial Canard Layout
Area (m?) 1.995
Total Span (m) 2.1
Root Chord (m) 1.6
Tip Chord (m) 0.3
Aspect Ratio 2.2105
Taper Ratio 0.1875
Leading Edge Angle (deg.) 57
Trailing Edge Angle (deg.) 73
Maximum deflection (deg.) +40
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Figure 7
Drag Polar and Lift-to-Drag Ratio of Isolated Canard Surface
At Different Mach number
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Comparison Study of Lift Curve Slope between the Baseline

Configuration and Configuration with Canard Surface
5617



Number 3 Volume 16 September 2010 Journal of Engineering

9.0 r r r r r
(
o 80 2 —s— Baseline Configuration
T 7.0 - —A— With Canard Surface
p %% L
D 6.0
Q 50
I R
= 40
= 30
2.0
0.20 0.40 0.60 0.80 1.00 1.20 1.40 1.60 1.80 2.00
Mach Number
Figure 12
Comparison Study of Lift —to-Drag between the Baseline Configuration
and Configuration with Canard Surface
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FLASH EVAPORATION ENHANCEMENT BY
ELECTROLYSIS OF SATURATED WATER FLOWING
UPWARDS IN VERTICAL PIPE

Dr. Akram. W. lzzat Radwan Muhammad Addaiy
Mechanical Engineering Department Mechanical Engineering Department
University of Baghdad University of Baghdad
ABSTRACT

An experimental system was designed and built to produce the flash evaporation
of upward water flow in a (1.8 m) vertical mounted glass test section pipe. The water
loses the static head as it moves up, accordingly flash evaporation occurs somewhere
inside the test section, where the water local temperature reaches its saturation
temperature at that position, which is dependent on the water inlet temperature and its
mass flow rate. The steam quality in the test section exit was measured by collecting
the steam generated in the test section outlet and condensed in the condenser at
specified time.

The hydrogen bubbles are injected inside the two — phase mixture flow within the
test section. These bubbles act as an exciter for steam generation inside saturated
water.

Water electrolysis using (12 V) and ionization current (7 A), increases steam
quality at test section outlet by (33%) when it is compared to that obtained without
water electrolysis. A reduction of (42%) in non-equilibrium temperature difference is
achieved using the same ionization settings. The effect of ionization process on flash
inception point and temperature is investigated from the experiments.

The experimental results are compared to the theoretical results obtained using
mathematical model based on solving the mass, momentum and energy equations for
two —phase flow assuming separated flow model.

The effect of the electrical power used for water ionization is simply simulated in
these calculations using mass and heat balance equation that covers the boundary
conditions of the system.
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KEYWORDS: Flash Evaporation, Electrolysis, Bubbles Injection, Steam
Quality.

INTRODUCTION

Flow boiling is a boiling in a flowing stream of fluid, where the heating surface
may be the channel wall confining the flow. The boiling flow is composed of a
mixture of liquid and vapor. In this case individual dispersed bubbles are move
independently up the vertical channel.

It is necessary to distinguish between boiling and flash evaporation. Boiling is a
phase change accompanied by a supply of heat at constant pressure, while flashing is
a phase change occurs due to reduction in pressure.

Boiling heat transfer is encountered in numerous engineering applications. One
important field of application of boiling and evaporation is in desalination of sea
water, which is becoming essential in some arid regions. That occurs by which the
saline water is evaporated at reducing pressure. The vapor is taken to a condenser.
The condensed steam is collected as fresh water; therefore, we need to enhance
boiling.

There are several ways adopted for boiling enhancement. The main distinction is
usually made between passive and active techniques. To augment boiling, passive
techniques employ special boiling surface geometries, or fluid additive, such as
roughening of the heat transfer surface, pitting the surface with corrosive chemical,
integral fins or rolling, knurling integral finned tubes, coating the surface with a
porous layer, etc. Active techniques need external power, such as electric or acoustic
fields and surface vibration. The present research belongs to enhanced boiling by
using electric field.

The process of water boiling enhancement using electric field is ensured by water
ionization using electrical current. The ionization current breaks the bonds of water
molecules casing generation of hydrogen and oxygen bubbles. These bubbles act as
exciter for steam generation inside saturated water, (ZAGHOUDI, 2005).

The main target of the present research is to study the effect of saturated water
electrolysis on the steam quality at the exit of vertically mounted test section and
compare that with steam quality in the same test section without electrolysis.

W. NAKAYAMA, et a |, (1980) studied enhancement of nucleate boiling heat
transfer with structure surfaces composed of internal cavities in the form of tunnels
and small pores connecting the pool liquid and the tunnels. The authors dealt with
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porous surface which showed that wall superheat of a very small degree can start
nucleate boiling. O. MIYATAKE , T TOMIMURA, Y.ID, (1985) presented in their
research an experimental study on the utilization of flash evaporation in power
systems utilizing solar energy. They recognized that the spray flash evaporation were
considerably faster than those of flowing liquid in conventional multistage flash
evaporator and those of pool water exposed to sudden pressure drop in a container .
They suggested that the best method of enhancement of flashing may be by injection of
nucleation liquid through some nozzle configuration into a low- pressure vapor zone.

NOAM LIOR and ENJU NISHIYAMA, (1995) conducted experiments in a scale —
down stage of flash evaporation at about (100 C° to examine the effect of the
generated hydrogen bubbles on flash evaporation. They have shown that electrically
generated hydrogen bubbles have indeed promoted ebullition in flash stage regions
where the superheat was otherwise too low for flash evaporation, and thus have
increased evaporation rates resulting in reduction of up to (15%) in the non-equilibrium
temperature difference.

AKRAM W. IZZAT, (2003) studied experimentally the flash evaporation of
upward water flow in a (1.8 m) vertical mounted glass test section pipe. Multi-
diameter test section (3cm-10cm) was used both as divergent and convergent channel.
The author has been concluded qualitatively that the hydrogen bubble injection inside
the two—phase mixture increases the steam quality in the test section exit.

G. HETSRONI, et al, (2004), investigated experimentally saturated and sub-cooled
pool boiling of environmentally acceptable surfactant solution on horizontal tube. The
kinetic of boiling (bubble nucleation, growth and departure) were investigated by high—
speed video recording.

In the present experiments water is allowed to flow vertically upward in a vertical
cross sectional area channel. When it reaches a certain distance in the test section and
when the local pressure becomes equal to saturation pressure corresponding to the
local temperature, water starts to evaporate due to the flashing. The experiments are
conducted using low water velocities in order to observe the motion of bubbles along
the test section.

The local pressure, local temperature is measured at three longitudinally distributed
positions along the test section. The water flow rate, boiler pressure are measured.

Water temperature is measured using calibrated thermocouples, thermistors and
digital thermometer, while the static pressure is measured using the water manometer
and the local pressure gage. The water flow rate is measured using calibrated flow
meter.

The results of these measurements are compared with those obtained from the
theoretical analysis. The theoretical analysis adopted in the present work is based on
separated flow model.

EXPERIMENTAL APPROACH

The system arrangement shown in figure (1) is used to estimate the flow boiling
enhancement by measuring the physical properties of the water during flashing
process. The system consists of (1.8 m) length of the test section. The test section is
manufactured from (PYREX) glass to ensure both clear visualization and good
resistance to high temperature under maximum pressure of (1.2-1.6 bars). Test section
diameter is constant (5cm).
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Temperature and pressure measurement taps are distributed in the test section
perimeter in three levels along the test section length. Four taps are specified for these
measurements in each level. The first four taps are located at (15 cm) from the test
section inlet. Each taps is a circular opening of (5 mm) inner diameter. The other four
taps with the same inner diameter is located at (65 cm and 125 cm) distance from the
test section inlet respectively.

These taps are specified for measurement purposes (static pressure and
temperature measurements), also for the bubble air generation inside the test section
during the ionization of water by the (electrolysis). The lower part of the test section
is connected with the boiler, while the upper part is connected with enlarged glass test
section part used for steam separation. This enlarged glass test section part is
connected from its side to the horizontal glass pipe used to transport the water to the
pump, while it is connected from the upper side to the condenser through flexible
tube.

The water is circulated through the test section and the boiler using circulating
pump located in perpendicular position to reduce the losses and any cavitation that
could be anticipated during flash process. The boiler in the present experiments
consists of electrically heated coil used to heat the water with heat capacity of (3kW).
The body of the boiler is thermally insulated to reduce the heat losses to the
environment .When the water passes through the boiler, its temperature rise above
(100 CY), as it is kept under the static pressure of the test section column (1.8m), then
it enters the test section. The water velocity inside the test section is controlled by
adjusting the water flow rate by the two valves (V1 and V2), while the water
temperature during flashing is controlled by the cold water line valve (V5).

In order to ensure certain temperature difference between the boiler outlet and
inlet, water flow rate inside the boiler is adjusted by mean of the same valves (V1
and V2) . The hot water circulation rate inside the test section is measured using flow
meter (FM) of range (0.2-3 m®/hr). In order to shorten the elapsed time required for
the water to reach its steady state temperature, i.e constant temperature at test section
inlet, the main parts of the experimental system are insulated with proper thermal
insulation. Cold water at normal laboratory temperature (18 C°) is added to the
circulating water before the pump inlet by means of manually operated valve (V5) to
balance the heat inside the system. For the purpose of mass balance, water is drained
from the lower part of the test section by means of gravity action through valve (V4).

The fluid inside the test section is ionized by passing a (D.C) current across two
electric poles at position (E1 and E2), see Fig. (1). The positive pole is fixed in
position (1) ,while the negative pole is fixed in position (2) .The ionization current is
measured at constant voltage by means of (12V — 10A ) D.C power supply type (PC-
10A ) . These measurements are repeated at five different ionization currents, (3, 4.5,
5.5 and 7 A) using constant voltage power supply of (12V).

THEORITICAL ANALYSIS

The assumptions and the formulation of mass, momentum and energy equations
shown below, described in details by (IZZAT, 2003).
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Mass equation:

oM
—=0 1
p= (1)
Where:
(2)

Momentum equation:

duy —dp Fig —Fw dx
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PP T PO (1 )V 2(1- ( Uilg ®)

dug -dP dx
Py d_g T4 ( k’ (4)
z
Substitute for:
Cos 0 = 1 since the flow in our case is in vertical direction pipe:
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Energy equation:
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After formulation of these equations the following final equations are used in the

computer program to conduct the theoretical calculations:

1
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Where:

U
s: is the slip ratio between the phases S = U—g (10)
f
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pU Pig 3 _=
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T 13
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The first incremental value for the water temperature (Ti) at test section inlet is
assumed to the initial value (Tg). The initial value is estimated using the following

heat and balance equation:

_{Ql +EP—he*3.14*D*L* (Tout —Ta) + (Mi—Mout) <CpTout | 1)

|+ Mc*Cp*Tc)!

Where:
EP: is the electrolysis power.
EP=EV *El (16)
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The mathematical calculations in this research take under consideration the mass
and heat balance of the whole system which is realized by modifying the
mathematical calculations performed by Akram.W.lzzat, using full theoretical
equations based on postulated assumptions instead of incorporation of some
measurement results in the computer program as input data.

Equation (16) simulates the effect of the electrolysis on the heat balance equation.
This equation equals zero when the flow is without electrolysis after substitution the
current input value equals to zero, while during electrolysis process steam quality is
calculated based on different current values and constant ionization voltage.

RESULTS AND DISCUSSION

- Fig. (2) show steam quality at test section exit versus the ionization current used for
hydrogen bubbles generation at water inlet temperature (101.2C°). The figure clarifies
the effects of the nuclei injection inside a saturated liquid on boiling enhancement.
The curves plotted from the experimental and the theoretical results show that the
steam quality in the exit of the test section increasing by increasing the amount of
hydrogen nuclei generated inside the saturated water.

The effect of the non-equilibrium degree on the experimental results is clear when
the saturated water flows in the test section without ionization. This makes a
difference between the experimental and the theoretical results in such type of flow as
shown in the figure. When water flows with electrolysis this difference becomes
negligible as the electrolysis process eliminates the effect of the non-equilibrium on
the experimental results. Accordingly the theoretical and the experimental results
concur at certain ionization current.

- Fig. (3) show flash inception point versus the ionization current at water inlet
temperature (101.2 C%). The curves show that the flash inception point decreases by
increasing the ionization current. The results obtained from the mathematical
calculations coincide with those obtained from the measurements in the experiments
without electrolysis while with electrolysis the experimental results show lower
values than those obtained from theoretical due to the effect of hydrogen bubbles
which initiates nucleate boiling earlier in the test section.

- Fig. (4) show water non-equilibrium degree, °C versus the ionization current at
water inlet temperature (101.2 °C). From the curve it is clear that non — equilibrium
degree decreases with increasing of the ionization current which in return decrease
the distance of the flash inception point.

- Fig. (5-A&B) show the measured values of the local saturated water temperature
and the saturation temperature based on local pressure versus test section length at
constant mass flow rate and water inlet temperature. These figures show the position
of the flash inception where the local water temperature equals to the saturation
temperature. It is clear that this position is closer to the test section inlet when there is
water electrolysis.
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CONCLUSIONS

- The steam quality in the test section exit increases (33%) proportionally with the
injection rate of the hydrogen nuclei by using water electrolysis in the saturation
water as the non-equilibrium degree decreases (42%) by increasing this percentage.

- The flash inception point decreases as the ionization current increases at constant
water inlet temperature and constant mass flow rate as the hydrogen bubbles acts as
exciter for steam generation inside saturated water.

- The behavior of the saturated water during flashing process as moving upward in a
constant cross -section channel is similar to that induced in a multi- diameter
divergent and convergent channel investigated by IZZAT, A. W. (2003), which
means that the channel shape has a slight effect on the process in low water velocity.
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NOMENCLATURE

SYMBOL DESCRIPTION UNITS
Cp Water heat capacity Jlkg K”
D Diameter of the section m
El Current of the electrolysis A
EV Voltage of the electrolysis \Y
hc Heat transfer coefficient between the test W/m?* K’

section wall and the surrounding
L Test section length m
M; Initial water mass flow rate kg/s
M. Exit water mass flow rate kgls
Ql Heater power W
TC Surrounding temperature K’
To The initial value of the water temperature at K°
test section inlet

Te The water temperature at test section exit K’
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Fig. (2): Steam quality at test section exit versus the ionization current at

T1=101.2 C. mass flow rate=0.1722 kg/s.

160

<
120

flash inception point,cm
@
o

40

- theoretical value
—— measurement value

2 3 4 5

ionization current , A

Fig. (3): Flash inception point versus the ionization current at T1 =101.2 C, mass

flow rate =0.1722 kg /s.
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Fig. (4): Measured value of the non-equilibrium degree in the flash inception
point versus the ionization current at T1=101.2 C.
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Fig. (5A): Experimental and theoretical saturation water temperature
distribution along test section length at T1=101.2C, mass flow rate =0.1722 kg/s

(without water electrolysis).
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ABSTRACT

This paper is concerned with the investigation of the optimum period of time between maintenance
by the aid of Monte Carlo simulation technique of an old water tube boiler, double identical drums;
its capacity is 70 ton/ hour of super heated steam. There are a multitude of failures that are caused
by boiler operator's errors, boiler inspector, boiler maintainer and faults of boiler auxiliary
equipments which lead to operation parameter deviations and boiler shut down. Changing
maintenance plan to be based on optimum period of time between scheduled maintenance and
inspection will achieve maximum boiler availability.
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INTRODUCTION

Availability gives the probability of a unit being available - not broken and not undergoing repair
when called upon for use, it combines the concepts of reliability and maintainability. Many studies
are submitted to increase boiler reliability by describe the process design and control of boiler leak
detection system [marques j.2002], and improving boiler combustion efficiency [david C. 2000].
This paper is an attempt to increase boiler availability by changing the period of time between
scheduled maintenance and inspection. System availability simulation process is based on Monte
Carlo simulation method [Kelton N. 2000], [Sanders R. 2002], availability simulation is
performed based on analytical system reliability model to be as a simulation mathematical model.
This would not be confused with the methodology of uses Monte Carlo simulation of individual
components to estimate the overall system reliability [reliability hotwire. 2006].
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SIMULATION METHODOLOGY

The simulation method to estimate system's availability is employed. It includes the number of
expected failures, number of expected maintenance actions and then expected mean time to repair.
The estimation process involves synthesizing system performance over a given number of
simulation runs or loops. Each loop simulates how the system might perform in real life based on
the specified failure and downtime properties of the system. These properties consist of the
interrelationships among the components, and the corresponding quantitative failure and repair for
each component. The reliability block diagram determines how component failures can interact to
cause system failures. The failure and repair determine how often components are likely to fail,
how quickly they will be restored to service. By performing many simulation loops and recording a
success or failure for each loop, a statistical picture of the system performance can be obtained. A
simulation model of the system could be developed that simulates the random failures and repair
times of the system, thus creating an overall picture of the up and down states for the system, as
illustrated in Fig. 1

Downtime D;;anﬁme Dovffnﬁme
f
Uptime //‘/ / Uptime
Uptime ime

Fig.1: Uptime and downtime of system

AVAILABILITY SIMULATION STEPS

Evaluation of system availability for a given operation time is performed by the following steps:

Random times-to-failure and times-to-repair are generated.

If the component or components that fail in that time period are vital to the operation of the
system, the system is said to have failed.
This process is repeated for a specified number of iterations and the results are averaged to

develop an overall model of system availability.

e The simulation program generates a random failure time for each component using Monte Carlo
simulation, based on the analytical reliability model.

e This failure time is compared to the mission end time. If the failure time is greater than the
mission end time, the loop is considered to be over and no downtime is logged for that loop.

e |f the random failure time is less than the mission end time, a failure is logged against the system.

e At this point, a repair time is generated based on the system's repair distribution. This is logged as
system downtime.

e The failed system has now accumulated life equivalent to the sum of the failure time and the
repair time.

e If this sum, or elapsed time, is less than the mission end time, another random failure time is
generated.

o If this new failure time is less than the remaining time (mission end time less elapsed time),
another repair time is logged, and so on.

e This process repeats until enough failure and repair times have elapsed to meet or exceed the
system mission end time, and the total downtime and number of failures for the loop are logged.

e This process is repeated for each loop, and the uptime for each loop (mission end time minus
downtime) is calculated.

e At the end of all of the simulation loops, the downtime is averaged and divided by the mission

5634



Number 3 Volume 16 September 2010 Journal of Engineering

end time to determine the average availability.
e The point availability is determined by dividing the total number of times the system was
operational at the end of each loop by the number of loops.

MONTE CARLO SIMULATION MODELS

To illustrate how simulation data points are generated, it is important to demonstrate the
availability simulation models by use of Monte carol simulation method:

1-First Model: generation of time to failure that based on boiler reliability model which consist of
three subsystems in series connection, first and second subsystems consist of two components with
parallel connection. The reliability model is calculated to be:

Reysten= [1— (1— @ 000038y () 0000256y, 11 (] 00003%)() o-00002)], o-0.000183 (1)

Simulation is performed by generating a uniformly distributed random number (Rnd), since 0 <
Rsystem (t) < 1, then let U random number in the same interval 0 < U < 1.

Substituting U for Rsysiem (t) and solving for (t) as the following steps:

-At a selected desired mission time (t,), calculate boiler reliability Rgysem (to) from eq. 1, then
evaluate boiler failure rate from the equation:

to
P =~ @
Where:
Agsem = Tailure rate
t, = mission time
Rysem = Doiler reliability
-Generating random number Rnd in the interval O<Rnd<1.
timulation = _)“system xIn(U) 3)
Where:
U =Rnd
timuiation = OlMulated mission time
A = failure rate

system

-Above step is repeated for 100 times, at each time the tsimulation 1S recalculated.
-Average tsimulation IS calculated as below:

100

ztsimulation
1

Average tsimulation = 100

4)

-Average tsimulation 1S compared with the mission time (t,), if it is greater than (t,), that’s mean, the
boiler is pass the mission time successfully and there is no failure, but if, it is less than (t,), in this
case, the boiler is failed and Average tsimulation IS represents the first time to failure.

Average tsimulation =1t = no failure

Average tsimylation < to = failure
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SECOND MODEL.: generation of emergency repairing time, it is depends on the field data
repairing times distribution, researcher considers the boiler as a one component, that because of,
there is no recorded repairing time of boiler systems failures available to be collected in the boiler
operation documents, just there are periods of boiler downtimes beyond consideration of which
systems are failed and lead to boiler downtime. Although most of repairing times are conforming to
the lognormal distribution [Murphy E. 2002], but according to the natural of the collected field
data of repairing times they are modeled by uniformly rectangular distributions, because of, the
collected repairing times are not exact values, but they are in form of one day, two day,....... ect., in
addition to there is no enough data base to be modeled, so that, their distribution are modeled by
uniformly rectangular distributions, whereas, the x-axis is represents the probability of occurrence,
and it is divided by the number of the collected data, y-axis is represents the number of day taken
into repair (period of time). To introduce emergency repair time, program generates random
number uniformly in the range {0-1}, and apply this random number on the x-axis of the
distribution to find the corresponding emergency repairing time (trepair) ON y-axis, the distribution
models are illustrated in Fig. 2 (A, B, C, D, E, F, G, I, J, K, L, and M). After generating time to
failure and repairing time, the both values are subtracted from the mission time and the rest of the
current mission time represents new mission time:

New mission time :to - (tsimulated +trepair) (5)

THIRD MODEL.: generation of the second time to failure depends on the calculation of boiler
reliability from eq.1 too, but at new mission time of eq. 5. Before the calculation of new boiler
failure rate, there is a fact has to be considered, since the emergency maintenance is a partial
maintenance, which is performed just to repair the failed parts, the boiler restarts with reliability
not equal to 100% at time equal to zero, that because it is pass a partial maintenance.

Researcher models this fact by the equation below:

t
j’system == °
In(Rsystem - (d x S))

(6)

Where: d = the subtracted value to evaluate the real reliability when the boiler passes partial
emergency maintenance,
S = number of the failures which were occurred, that (s) = 2 during calculation of the
second time to failure, (s) = 3 during calculation of the third time to failure, the
same order is applied for the other times to failure.

Researcher determines the value of (d) to be (0.025), this value is evaluated by validation of the
historical field data base, and the validation is depends on the boiler data of the last three years as
mentioned below:
- 1% year: the boiler was suffered of (9) times of emergency shutdown, that take (49) days as a
repairing time.
- 2" year: the boiler was suffered of (12) times of emergency shutdown, that take (58) days as a
repairing time.
- 3" year: the boiler was suffered of (10) times of emergency shutdown, that take (46) days as a
repairing time.
The scheduled annual maintenance is approximately constant and equal to (35) days, the
availabilities of the three years are determined according to equation [Charles E. 1997]:
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ey uptime
Availability = - & _ )
uptime+downtime
Availability of 1% year = 8640—(49x24) _ , 76744
8640 + (35x 24)
Availability of 2" year= 8640-(54x24) _ 5 77404
(8640 + (35 x 24))
Availability of 3" year= 8640-(51x24) _ ) 782904
8640 + (35 24)
Average availability= 0.787+ 0'7;4 +0.7822 =0.78%

Researcher validate the outputs of the program with the average availability by making many try
and error iterations to find the suitable value of (d).

The evaluation of the average second time to failure is evaluated randomly by the same
procedure of evaluation of first time to failure, this average time to failure has to be compared with
the new mission time in eq. 5 as below:

-Average second tsimulation > [, — (tsimuratea + trepair) 1 = there is no second failure and simulation loop
has to be stopped and the boiler pass the mission time (t,) with one failure.

-Average second tsimuiation < [ty — (Lgimuared + Lrepair) 1 = there is a second failure and simulation loop
has to be continued checking for third time to failure.

FOURTH MODEL.: is the evaluation of schedule repairing time, investigations show that the
schedule maintenance time is consists of two parts:

- Primary time, it is the time takes into performing the preparation and fundamental jobs.

- Secondary time, it is the time takes into replacing the plugged and corroded boiler tubes.

Researcher studies the schedule repairing times of this boiler, it is planed to be (35) days,
the primary time is about (15) day, and it is necessary for each scheduled shutdown, whatever the
mission time, secondary time is then (20) day, it is depends on the planed boiler mission time.

Tube boiler corrosion rates are constant, and since (20) days are taking into repairing and
replacing boiler failed tubes when the mission time is (12) months, so that researcher assumes that
if boiler mission time is (11) month, the:

- For mission time of (11) month the schedule repairing time will be equal to
11
t (12) = 20

schedule

- For mission time of (10) month the schedule repairing time will be equal to o A9 « 20
schedule 12
- For mission time of (9) month the schedule repairing time will be equalto ¢, = (%) % 20

- For mission time of (8) month the schedule repairing time will be equalto ¢, = (%) % 20
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- For mission time of (7) month the schedule repairing time will be equalto ¢ = (é) % 20

- For mission time of (6) month the schedule repairing time will beequalto ~ _ (%) % 20

- For mission time of (5) month the schedule repairing time will be equalto ~ _ (%) % 20

- For mission time of (4) month the schedule repairing time will be equalto ¢ = (%) = 20

- For mission time of (3) month the schedule repairing time will be equal to tor = (%) %20

- For mission time of (2) month the schedule repairing time will be equal to tog = (é) % 20

- For mission time of (1) month the schedule repairing time will be equal to ehedule = (é) % 20
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Fig. 2: Boiler repairing time distribution for mission time as, (A) first month, (B) second
month, (C) third month, (D) fourth month, (E) fifth month, (F) sixth month, (G) seventh
month, (1) eighth month, (J) ninth month, (K) tenth month, (L) eleventh month, (M) twelfth
month
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Results

Fig. 3 represents the output (bar chart) of the computer program that used to perform the
availability simulation after formulating all the simulation models based on visual basic
language, each bar in the figure represents the availability of the boiler at its related mission
time, first availability is simulated at mission time equal to one month, the others are
simulated with increasing mission time by one month one each stage till the mission time
reach its maximum value (twelve months).
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Fig. 3: Simulated availability bar chart

CONCLUSION

In this work the boiler availability is investigated by changing boiler mission time, from one month
to twelve month, in order to determine optimum period of time between scheduled maintenance
that achieves as possible as maximum availability, from Fig. 3 it is clear that maximum availability
is achieved by use of seven month as a period of time between scheduled maintenance, so that, this
period is represents the optimum period of time between maintenance.
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ABSTRACT

Theoretical and experimental study has been conducted on developing laminar
mixed convection heat transfer air flow through an annulus for both aiding and
opposing flow with uniformly heated inner cylinder and adiabatic outer cylinder for
the theoretical part and with uniformly heated inner cylinder while the outer cylinder
is subjected to the ambient for the experimental part. In the theoretical investigation
the energy equation was first solved using (ADI) method, and then the momentum
equations and continuity equation were combined as the pressure correction formula
and solved by the SIMPLE algorithm. The present theoretical work covers Ra range
from 4.55*10° to 5.649*10° and Re range from 300 to 1000 with radius ratio of 0.555
and Pr=0.72. The velocity and temperature profile results have revealed that the
secondary flow created by natural convection have significant effects on the heat
transfer process and the results reveal an increase in the Nusselt number values as Ra
increases. The experimental setup consists of an annulus which has a radius ratio of
0.555 and inner cylinder with a heated length 1.2m subjected to a constant heat flux
while the outer cylinder is subjected to the ambient temperature. The investigation
covers Reynolds number range from 154 to 724, heat flux varied from 93 W/m? to
857 W/m?, and annulus angles of inclinations a=0° (horizontal), a=20°, 60° (inclined
aiding flow), a=-20,-60 (inclined opposing flow) and o=90° (vertical). The
experimental results show an increase in the local Nusselt number values as the heat
flux increases and as the angle of the inclination moves from the positive angles
(inclined aiding flow) to the horizontal position and from the negative angles
(inclined opposing flow) to the horizontal position. The experimental results show
that the local Nusselt number values of the aiding flow are higher than that of the
opposing flow at the same Reynolds number and heat flux.
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INTRODUCTION

Convection heat transfer involves the transfer of heat by the motion of a fluid.
The term natural convection is used if this motion is caused by density variations
resulting from temperature differences within the fluid. The term forced convection is
used if this motion is caused by an outside force, such as a pump, blower fan and
compressor. Mixed convection flow occurs when both natural and forced convection
mechanisms simultaneously and significantly contribute to the heat transfer. (Cony
and El-Sharrawi 1975), presented the results of a finite difference analysis for
incompressible laminar flow heat transfer in concentric annuli with a simultaneously
developing hydrodynamic and thermal boundary layers with three radius ratios of
(0.1, 0.5, and 0.9), the boundary conditions of one wall being isothermal and the outer
wall adiabatic. Results show how much error can be introduced for the case of gases
(Pr=0.7) if the heat transfer is calculated by assuming a fully developed profile from
the entrance. This error decreases as the flow moves away from the duct entrance and
approaches full development. Also results show that the local Nusselt number for the
case of an isothermal inner wall and adiabatic outer wall is greater at the same
dimensionless axial distance from entrance than for the case of an isothermal outer
wall and adiabatic inner wall. Combined forced-free laminar convection with a flat
velocity profile in the entrance region of vertical concentric annuli has been
investigated by (El-Sharrawi and Sarhan 1980), for three radius ratios of (0.5, 0.8
and 0.9) and for two boundary conditions namely, the outer wall is isothermal while
the inner wall is adiabatic under -700 < Gr/Re < 1600 and the inner wall is isothermal
while the outer wall is adiabatic under -200 < Gr/Re < 800. The study show that
when the free convection opposes the forced flow (i.e., heating with down flow or
cooling with up flow) there exist a possibility of flow reversal near the heated
boundary while such a flow reversal may occur near the insulated wall if the free
convection is aiding the forced flow. (Nazrul Islam , Gaitonde and Sharma 2001),
performed a numerical as well as an experimental investigation of steady laminar
mixed convection heat transfer in horizontal concentric annuli using air and water as
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the working fluid. The thermal boundary condition chosen is that of uniform heat flux
at the inner wall and an adiabatic outer wall. The numerical investigations were
carried out with 10°<Ra<10®, 1.5 <1o/ri <10, 0.7 <Pr <5.42 and 200 < Re < 1000.
It is observed that, depending on the value of Rayleigh number, the Nusselt numbers
are considerably higher than the corresponding pure forced convection values over a
significant portion of the annular duct.

The main aim of the present theoretical investigation is to determine the effect
of Ra number, Re number and the flow direction (i.e., aiding and opposing flow) on
the variation of surface temperature, Nusselt number, temperature profile and velocity
profile along the annulus. The experimental study objectives are to determine the
effect of the primary flow, heat flux, the effect of inclination angle and the direction
of the main flow with respect to the secondary motion on the heat transfer process
along the annulus for a specific range of inner cylinder heat flux and for laminar
range of the air flow.

MATHEMATICAL MODELING

For an air flow in a vertical annulus, both free and forced convection effect in
axial and radial directions are presented. A two-dimensional model can be used to
describe the mixed convection heat transfer in a vertical annulus with inner radius r;
and outer radius r, which has a configuration shown in Fig.(1).

ASSUMPTIONS

The following assumptions are used in the modeling:

Incompressible fluid.

Two dimensional in (r,z) flow.

Simultaneously developing hydrodynamic and thermal aiding flow.

No internal heat generation and heat dissipation.

Neglecting viscous dissipation.

The physical properties are constant except the density in the
buoyancy term of momentum equations which varies according to
Boussinesq's approximation.

GOVERNING EQUATIONS

av v, ou _0 )
6r r 62

p(au+vgl:+uglﬂ= gg+p(giu+igl:+gz J+pr(T T) (2)
p(@JFV%JFU%J:_%JFM(%J%%_%JF%) 3
%r+vaa—-rr+ug—-r_ a(V°T) (4)

NONDIMENSIONALIZATION
To nondimensionalize the variables used in the governing equations, the
following dimensionless variables are defined
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2z(1-N -p.
R=_, Z=M, u=-=, v pP pz.’ = M Tzl’_zt
fo f.Re Ui v pil; qr, o
" 3 C
Re = Ui , Gr:—ngzr"Dh , pr="0
v vk k
DIMENSIONLESS GOVERNING EQUATIONS
a_V+X+a_U:O (5)
oR R oZ
2
U, UGN _ POV 1 4L-N) U G 6 )
o R dZ 0Z R’ ROR Re’ aZ2 Re4(1-N)
N NV N ___ R PPV LNV 4L-N} PV .
o OR oL 4(1-N)? R 8R2 ROR R? Re? 022

(8)

ot oR o8z PrlerR? ROR Re? 072

2 2
%0 ,00 00 _1 [a ® 100 4(1-N)’0 @J
Entry Boundary Conditions (see Fig.(2))
AtZz=0 ©=0,U=1, V=0, P'=0 (John D. Anderson, Jr. 1995)

Wall Boundary Conditions (see Fig.(2))
At R=N, 80/¢éR =-1 (Constant heat flux). At R=1, 66/60R=0 (Adiabatic wall)
At R=N&R=1 U=V=0, oP/oR =0(John D. Anderson, Jr. 1995)

Exit Boundary Conditions (John D. Anderson, Jr. 1995) (see Fig.(2))
U & V (allowed to float, using zeroth-order extrapolation), P'=0

Local and Average Nusselt Number
The heat flux is computed from the following equation:

_ kT
qW_ karjrri

9)

The heat flux at inner wall surface equals the heat transferred by convection
from this surface to the fluid that is represented by the following equation:

q, =h(T,-T,) (10)

By equating egs.(9) and (10), the heat transfer coefficient can be calculated as
follows:

= (11)

el 1
G -

h(T, T)——kaT] :
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Hence, the Nusselt number becomes:

hD 8T) D, (13)
r=ri

Nu =—h_—_%" __h
2T T e, 0T

Or, in dimensionless form:

Nu, = 2(1-N) (14)
0,0,
Where;
1
[®URdR
®, =N (15)
JURGdR
N
The average Nusselt number is defined as:
1k 16
Numzt(j)Nuzdz (16)

NUMERICAL SOLUTION

A rectangular grid was used for solving the energy equation while a staggered
grid was used for solving the coupling of continuity and momentum equations to
eliminate the possibility of a checkerboard pressure and velocity pattern. The pressure
and temperature are calculated at the solid grid points and the velocities are calculated
at the opened and crossed grid points as shown in Fig.(3).

Energy Equation

Using the Alternating Direction Implicit ADI method, the solution of the
energy equation may be written as:

The implicit equation in R-direction;

a(.i)®:i,j-1) + b(j)®z,j) + C(j)®:i,j+l) =d(j) (17)
Where;
. AT AT AT
20)= (2 Pr(AR)Y PrR,, (4AR) ") (4AR)] 18
. AT
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. AT AT AT
c(j) = >+ Vi = (20)
2 Pr (AR) Pr R(j) (4AR) (4AR)
o" 2At (1_ N)2 n n At U(i,') n
d(J) = (' A Pr Re2 (AZ)Z (®(i+l ) 2® (¥)] + @ ) (4Az)J (®(i+1,j) (' 1 J)) (21)

The implicit equation in Z-direction;

a(i)og; +b()Og; +c(i)Of ;= d(i) o
Where;
o _(2A7(1-N)y* ArUg,
o : 2
X (Pf Re?(AZY  (4AZ) (23)
: AAT (1-N)?
7 brret a2y 24
0 (Pr Re? (AZ)ZJ (24)
N _[2A7(1-N)* Az Ug,
) ) 25
0 (Pr Re’ (AZy  (4AZ) (25)
At . . X
d(i) = -0y, W@@,m) -20;, +®(i,j-1)) .
_L( e ) ATV(|J)< _®* )
PrR;, (4AR) 0 TR qaR) OO

Momentum Equation in Z-Direction
Using forward difference in time and central difference in space around point
(i+1/2,)) in Fig.(3), eq.(6) becomes;

n+1 n n n
U(,+ oo U(,+ 0 +AAT—_(P(I+1 » P n) (27)
Where;
\V2 2 n n _2 n n
A | ) i+ j+1) (UV)( SR +(U )( 2 - )(i—%,j) .\ U(i+§j+1> U(i+%,j)+u(i+%,j—1)
o 2AR 207 AR)?
(2AR) (2AZ) (AR) 28)
n _Un Un _2un Un
1 Gob) gD 4(1-N)? @) G2 () Gr o O,
+ + +—
R, (2AR) Re? (AZ)? Re 4(1- N)?
At the beginning of each new iteration, P=P". Thus eq.(27) becomes;
UYL =), +A Ar-2T (PP 29
e N SN VAL NG (29)
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Subtracting eq.(29) from eq.(27), we have;

n+l ’ A , ,
(U )( *)_(U )( 7J)+A A‘[—AZ(P('HJ) ID(IJ)) (30)
Where;
U n+l Un+1 . U* n+l a1
( )( ) ( )(i+11) (31)
Y Ut~ 32
( )( *) (i%’l) ( )(|+7,) (32)
A=A-A (33)
P(,I N ID(l )] P(I,j) (34)
I:)(,Hl D P(I+1 j) P(i+1,j) (35)

Following the work of (Suhas V. Patenkar 1980), let us arbitrary set A" and
(U")" equal to zero in eq.(30), obtaining;

ry\n+1 AT 4 '
( U )(H.l,j) - AZ (P(H'l j) P(' J)) (36)
2

Substituting eq.(31) in eq.(36) gives;

e .\ At ,
(U)(nlij) =(U )(i+ll,j>_E(P(”“) P")) (37)
2

2
Momentum Equation in R-Direction

Using forward difference in time and central difference in space around point
(1,j+1/2) in Fig.(3), eq.(7) becomes;

Re? At

VnJrl =V" +BA7T——"" (P . —P"
@i+ ) (i,j%) 4(1- N)? AR( @) TG J)) (38)
Where;
V2 n _ V2 n VU _ VU Vn _2Vn —|—Vn
( )(U*E) ( )(H*E) ( )( L ( )(111 B) (i) W) i)
BZ_ 2 2 + 2 + 2 2 2
(2AR) (2AZ) (AR)?
(39)
Via~Ve. Ve V'SV V)
1 ey ) (i) AL=N)® @) iy iy
- +
R(. L (2AR) (R(_ L) Re? (AZ)?
J+E j+=
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At the beginning of each new iteration, P=P". Thus eq.(38) becomes;

N Re’> AT [ N
v, —(V) b AT‘—_( i) (i,')) (40)
(.i+3) i 5 4(1-N)*> AR ™ .
Subtracting eq.(40) from eq.(38), gives;
Rez At n
V/ n+l — VI +B A P; 41
(Vs = (V)8 Ar = Pl =Pl ) (41)
Where;
(Vr)n+l _(V)?+17) —(V );1+17) (42)
\YA =(V —(V 4
()H()H()_) (43)
B'=B-B" (44)
Pe.n =Pes —Pap (45)
Pé.in = P ~Poin (46)

Following the work of (Suhas V. Patenkar 1980), let us arbitrary set B'and
(V')" equal to zero in eq.(41), obtaining;

R62 At n
VI n+l —_ = P/ ) _ PI . 47
( )(m;) 4(1- Ny? AR( o= Pi) “n

Substituting eq.(42) in eq.(47) gives;

n+ n+ Rez AT
(V) ' —( o)

————— P ..., —P;
tig) 4(1-N)’ A P

i) (48)

Continuity Equation
Writing the continuity equation in the central difference form around (i,j);

V. =V u,-u.,
Gig) i) Vii P L L (49)
AR R AZ

(1

Substituting egs.(37) and (48) in eq.(49) and dropping the subscript, we have;

+cP;

+CP; iy T d) (50)

@i,j+1)

Py = (bP(’,+1  + PP

(-1.j)

Where;
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ATAR  Re® ArAZ
a=2 + : (51)
AVA 4(1-N)* AR
At AR
T Az 2
2
coo Re 2ATAZ (53)
4(1-N)° AR
d:AZ[V’_’_l -vf_lj+%vg,n+m(uf T j (54)
('vJ*E) ('yJ*E) () (HE'D ('*?l)
The local Nusselt number eq.(14) can be written as;
Nu __2=N) (55)
O _®b(i)

Applying Trapezoidal rule to integrate the average Nusselt number eq.(16);

i=mt-1 j AZ
(56)

1
Nu,, =E(Nu(2) +2 Zg:Nu(i) + NU

COMPUTATIONAL ALGORITHM
e Solve eqs.(17) and (22) for temperature ®Z+$ :

e Guess values of (P")"at all the pressure grid points (the filled points in

Fig.(3)). Also arbitrary set values of (U")" and (V)" at the proper velocity
grid points (the open and crossed points in Fig.(3)).

e Solve for (U)™and (V)™ from egs.(29) and (40) respectively at all
appropriate interior grid points.

e Using the values of (U")"™ and (V)™ obtained in steps 3, solve for (P')
from the pressure correction formula, eq.(50) by the relaxation technique.

e Calculate (P)""atall internal grid points from the following equation;

° Pey =Py +a,P
(57)

= Where a, is underrelaxation factor. In the present work, the
value of o, was set as 0.2.
e Calculate (U") and (V') from egs.(36) and (47) respectively.
e The new values of (U)" and (V)" for the next iteration will be obtained

by underrelaxate (U")™* and (V")"" obtained in step 3, as follows ;
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. (U)" =(U)" +a, U’
(58)
. V) =(V)" o,V
(59)

e Calculate the average Nusselt Number using eq.(56).

e Repeat steps 1 to 8 until convergence is reached by setting the summation of
the mass source term (d) for the entire domain in eq.(54) equal to 10 and by
setting the difference in the average Nusselt number Nun, between the present
iteration and the previous iteration equal to 10,

EXPERIMENTAL APPARATUS AND PROCEDURES

An experimental rig was designed and constructed by (Akeel Al-Sudani,
2005) in the University of Technology and it was used in the present work to study
the heat transfer process by mixed convection to a simultaneously hydrodynamic and
thermal developing air flow in an inclined annulus. The experimental apparatus is
shown in Fig.(4). The present study including the opposing flow position in addition
to the aiding flow position with a different inclination angles to those covered by
(Akeel Al-Sudani, 2005). The purpose of using this rig was to deduce an empirical
equation of average Nusselt number as a function of Reynolds number, Raylieh
number, and to compare the theoretical results with the experimental ones.
Experimental Procedure

e The inclination angle of the annulus was adjusted as required.

e The centrifugal fan was then switched on to circulate the air, through the open
loop. A regulating valve was used for adjusting the required mass flow rate.

e The electrical heater was switched on and the heater input power then adjusted
to give the required heat flux.

e The apparatus was left at least three hours to establish steady state condition.
The thermocouples readings were measured every half an hour by means of
the digital electronic thermometer until the reading became constant, a final
reading was recorded.

e During each test run, the angle of inclination of the annulus in degree, the
reading of the manometer (air flow rate) in mm Hyo, the readings of the
thermocouples in °C, the heater current in amperes and the heater voltage in
volts were recorded.

RESULTS AND DISCUSSION

Experimental Results

A total of 51 test runs were carried out to cover annulus inclination angles, horizontal
(0=0°), aiding flow ( a=20°, 60° and 90°) and opposing flow (0=-20° and -60°). The
heat flux varied from 93 W/m? to 857 W/m? and Reynolds number varied from 154 to
724.

Heat Flux and Reynolds Number Effect on the Surface Temperature & Nu,
Distribution

Figs.(5) and (6) show the variation of the surface temperature and the local
Nusselt number along the inner cylinder for different heat flux and for Re=218.
Figures show that the surface temperature and the local Nusselt number increase as
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the heat flux increase with constant Reynolds number. This can be attributed to the
increasing of the thermal boundary layer faster due to buoyancy effect as the heat flux
increases for the same Reynolds number.

Figs.(7) and (8) show the variation of the surface temperature and the local
Nusselt number along the inner cylinder for different Reynolds number and for heat
flux (258 W/m?). Figures show that the surface temperature decrease and the local
Nusselt number increase as the Re number increase with constant heat flux. It is
necessary to mention that as heat flux increases the inner tube surface temperature
increases because the free convection is the dominating factor in the heat transfer
process.

Angle of Inclination Effect on the Surface Temperature & Nu, Distribution

Figs.(9) and (10) show the influence of inclination angle for aiding flow on
the inner cylinder surface temperature and the local Nusselt number distribution for
(Re=378, q=379 W/m?). Figures show a reduction in surface temperature and
increasing in the local Nusselt number as the angle of inclination changes from
vertical to horizontal position (aiding flow); this can be attributed to the large
buoyancy effect in a horizontal annulus compared with the other annulus angle of
inclination. The same behavior is found as the angle of inclination changes from
negative angles (opposing flow) to horizontal position.

Flow Direction Effect on the Surface Temperature & Nu, Distribution

Figs.(11) and (12) show the influence of flow direction (i.e., aiding &
opposing flow) on the inner cylinder surface temperature and the local Nusselt
number distribution for (Re=154, =258 W/m?) for (0=20° and a=-20°). Figures show
a reduction in surface temperature and increasing in the local Nusselt number as the
angle of inclination changes from negative angles (opposing flow) to the positive
angles ( aiding flow); this can be attributed to the large buoyancy effect in the
positive angles ( aiding flow) compared with the negative angles (opposing flow).

Angle of Inclination Effect on Average Nusselt Number

The influence of inclination angle on Nup, is plotted for both aiding and
opposing flow in Figs.(13) and (14) for (q=676 W/m?, Re=308) and (q=517 W/m?,
Re=218); respectively. Figures show that ({) decrease as the angle of inclination
changes from horizontal position to the positive angles (aiding flow) and from
horizontal position to negative angles (opposing flow) due to the decreasing of
buoyancy effect as the angle changes from the horizontal position to the inclined
position.

Average Nusselt Number versus Reynolds Number and Rayleigah Number

The relationship between average Nusselt number and Reynolds number are
plotted in Figs.(15) and (16) for (0=0° =258 W/m?), (0=+60°, q=676 W/m>),
respectively. Figures show that an increase in the average Nusselt number as
Reynolds number increase and the values of the average Nusselt number for aiding
flow are greater than that for opposing flow at the same Reynolds number. This can
be attributed to the increase of the bouncy effect in the case of aiding flow which
improves the heat transfer process.

5654




1.Y. Hussain Developing Laminar Mixed Convection Heat
M. A. N.Al-Safi Transfer Through Concentric Annuli

The relationship between average Nusselt number and Rayleigh number are
plotted in Figs.(17) and (18) for (0=0°, Re=218), (0==60°, Re=378), respectively.
Figures show an increase in the average Nusselt number as Rayleigh number increase
and that the values the average Nusselt number for aiding flow are greater than that
for opposing flow at the same Rayleigh number. This can be attributed to the increase
of the bouncy effect in the case of aiding flow which improves the heat transfer
process.

THEORETICAL RESULTS

Temperature Profile

The variation of temperature profiles along the vertical annulus are shown in
Fig.(19), for (qg=150 W/m? Re=1000). Figure shows a steep temperature gradient
near the heated surface and the thickness of the thermal boundary layer gradually
increases as the flow moves from annulus inlet towards annulus exit.

Velocity Profile

The velocity Profiles show the limitation of the buoyancy effect in the case of
Gr/Re=0 see Fig.(20), as all the profiles show approximately similar distribution
about the middle of the annular space which is similar to pure forced convection
behavior (Cony and El-Sharrawi 1975). Fig.(21) shows the development of the
axial velocity profiles along the annulus axis for (q=150 W/m?, Re=1000). It can be
seen that the profiles bias slightly towards the heated surface. That can be attributed
to the decreasing in the air density near the heated surface which will cause a
decrease in the effect of the gravitational body force, which is proportional to the
density. Fig.(22) shows the effect of the parameter Gr/Re on the axial velocity profile
at z=0.603m for Gr/Re=+1898 with Gr/Re=0. It is clear from the this figure that when
the free convection opposes the forced flow the buoyancy force tends to retard the
fluid near the heated boundary and accelerates it near the opposite adiabatic wall and
vice versa, which have the same behavior that found by (El-Sharrawi and Sarhan
1980).

Surface Temperature & Local Nusselt Number

The effect of heat flux and Reynolds number on the surface temperature and
the local Nusselt number obtained in the theoretical study is similar to that obtained
in the experimental study. Fig.(23) shows the effect of the parameter Gr/Re on the
local Nusselt number values for Gr/Re=+633 and Gr/Re=+1898 with Gr/Re=0,
respectively. It is clear from this figure that with positive values of Gr/Re, the values
of local Nusselt number are higher for the same dimensionless axial distance than
their corresponding values of the purely forced convection case (Gr/Re=0) and vice
versa with the negative values of Gr/Re. This is attributed to the higher velocities near
the heated surface, and hence the decrease in the thickness of the developing

boundary layer on that boundary, in case of an aiding free convection, which have the
same behavior that found by (El-Sharrawi and Sarhan 1980).

Comparison with the Present Theoretical Results

The experimental local Nusselt number results for Re=378, q=258 W/m? is
compared with the present theoretical results, as shown in Fig.(24). Figure reveals
that the experimental local Nusselt number follows the same trend as the present
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theoretical results but is approximately higher with maximum difference of 29.47%,
minimum difference of 6.46% and mean difference of 17.96%.

CONCLUSIONS

The experimental investigation show that the inner tube surface temperature in
the case of aiding flow is lower than that in the case of opposing flow, while the Nu,
value in the case of aiding flow is higher than that in the case of opposing flow (the
maximum value occurs in the horizontal position) at the same Reynolds number and
heat flux. For the same Reynolds number and annulus orientation, the inner tube
surface temperature and the Nu, increases as the heat flux increases. For the same
heat flux and annulus orientation, the inner tube surface temperature increases as the
Reynolds number decreases. The theoretical investigation show that The temperature
profile along the annulus shows a steep profile near the heated surface with the
thermal boundary thickness increases as the heat flux increases, Reynolds number
decreases for the same axial position. When the free convection opposes the forced
flow the buoyancy force tends to retard the fluid near the heated boundary and
accelerates it near the opposite adiabatic wall. But when the free convection aids the
forced flow the fluid accelerates near the heated wall and decelerates near the
opposite adiabatic boundary, while in the case of Gr/Re=0 (pure forced convection)
the maximum velocity occurs at the annular gap centerline (fully developed velocity
profile). For constant heat flux the Nu, value increases at the annulus entrance as
Reynolds number increases because of forced convection is dominant, while the Nu,
value increases in the annulus downstream as the Reynolds number decreases due to
free convection is dominant. With positive values of Gr/Re the values of Nu, are
higher for the same logarithmic dimensionless axial distance (ZZ) than their
corresponding values of the purely forced convection case (Gr/Re=0) and vice versa
with the negative values of Gr/Re. The buoyancy effect can be neglected at the
annulus entrance for all Reynolds number and heat flux covered in this study.
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NOMENCLATURE
Latin Symbols
SYMBOL DESCRIPTION UNITS
Dy, Hydraulic diameter=2(r,-r;) m
h Heat transfer coefficient W/m?*.°C
k Thermal conductivity W/m. °C
L Length m
N Radius ratio=ri/r, —
p Pressure N/m?
q Heat flux W/m*
r Radial coordinate m
ro Outer radius of inner cylinder m
i Inner radius of outer cylinder m
t Time S
T Temperature °C
u Axial velocity m/s
v Radial velocity m/s
z Axial coordinate m
Creak Symbols
o, Relaxation factor -
o Angle of inclination degree
& Thermal diffusivity m°/s
B Coefficient of volume expansion 1/K
¢ Average Nusselt number ratio for inclined to —
horizontal position
u Dynamic viscosity kg/m.s
0 Kinematic viscosity m°/s
p Density kg/m’
Dimensionless Groups
Gr Grashof number gBqr,D}/v’k
Nu Nusselt number h Dy/k
P Pressure at any cross section p—pil £ i.Ui?
Pr Prandtl number p.Cp/k
R Radial coordinate r/ro
Ra Rayligh number Gr.Pr
Re Reynolds number Ui Dn/v
(] Temperature (T-Ti) k/q™ 1o
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T Time ut/r,

U Axial velocity component u/u;

V Radial velocity component V.Io/0

Z Axial coordinate 2z(1-N)/ r,Re

Y4 Inverse Graetz number z/Re.Pr.Dy

Superscript
* Intermediate time step
n+1 forward time step

- average
* Initial guessed value
' Difference between two values

Subscript

BULK

Axial mesh point

Radial mesh point

Mean

Wall

NMEIEIS L

Local in axial direction

i *
u T, l . ‘ E;U(are allowed to float)

5 I
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Fig.1: Two-Dimensional Annular Fig.2: Boundary Conditions
Geometry.
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Fig.3: Staggered Mesh Network.

Fig.4: A Photograph of Apparatus.
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Fig.9: Experimental Variation of the Surface
Temperature with the Axial Distance for
Various Angles, =379 W/m? Re=378.

Fig.10: Experimental Local Nusselt Number
Versus Dimensionless Axial Distance for
Various Angles, =379 W/m?, Re=378.
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Fig.11: Experimental Variation of the Surface
Temperature with the Axial Distance for
Various Angles, q=258 W/m?, Re=154.

Fig.12: Experimental Local Nusselt Number
Versus Dimensionless Axial Distance for
Various Angles, q=258 W/m? Re=154.
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Fig.15: Experimental Average Nusselt

Number Versus Reynolds Number
for g=258 W/m? , a=0° (Horizontal).

Fig.16: Experimental Average Nusselt
Number Versus Reynolds Number
for Various Angles, =676 W/m?.
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Fig.21: Theoretical Development of the
Axial Velocity Profiles Along the
Annulus for g=150 W/m? , Re=1000.
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Fig.22: Theoretical Development of the
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for Various Values of Gr/Re.
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BLADES
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ABSTRACT

An experimental and theoretical investigation of the effect of flow separation on the performance
of a cascade NACA 65 (12)10 axial compressor blade has been carried out. The experimental work
includes the fabrication of three blades from wood, each having a chord (100mm) but one of these
blades having a span of (90mm) for smoke tunnel testing and the other two blades having a span of
(380mm) for wind tunnel testing.The two blades were connected by suitable mechanism in order to
be fixed in the wind tunnel protractor and rotated in the required stagger angle. The cascade was
tested in an open type low-speed subsonic (Mach number=0.117) wind tunnel, for Reynolds number
(Re=239605) based on maximum velocity (35 m/s) and airfoil chord length. The total and static
pressures were measured in selected points between the two blades for stagger angles of (4°, 0° .-
4° -8°and -12°) by using a multi-tube manometer and a pitot static tube. The small blade (90mm
span) is tested in the smoke tunnel to visualize the real behavior of flow separation. The theoretical
work includes using the software FLUENT (V6.2) to simulate the flow between the two blades. The
study shows that the flow separation begins when the cascade are inclined at a stagger angle of (-
4°) on the suction side of the lower blade at a position (96%chord experimentally and 98%chord
theoretically). Then, the separation zone increases with increased stagger angle (in clockwise
direction) and reach to the position (61%chord experimentally and 63%chord theoretically) at a
stagger angle (-12°).These results are validated by a smoke tunnel tests.This separation affects the
performance of the compressor, where the static pressure ratio ( P, / P, ) decreases as the

separation zone gets bigger. The range of working stagger angle is then calculated. It was found in
the range (-18° to 36°). The flow behavior between the two blades shows that the blade-to-blade
configuration works as nozzle-diffuser. The theoretical results were compared with the
experimental results and good agreement was obtained.
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INTRODUCTION:

The compressor, which is the important part of gas turbine engines, has to be given special
attention during operation. The main task of the axial-flow compressor is to increase the pressure of
air by converting air Kinetic energy through a series of rotating and stationary blades. One of the
most important problems that affect performance is the flow separation. Separation starts by
deviation of fluid particles away from blade surface in the boundary layer. This causes a drop in
kinetic energy, and cause the flow to re circulate [You D. AND Moin, P., 2006]. After stall region
the fluid particles velocity reaches to zero in boundary layer near to blade surface and this
deceleration causes increasing in boundary layer thickness and at a small distance after stall region
the particles stop and reverse in direction due to positive pressure gradient. The low Reynolds
number in conjunction with the local adverse pressure gradient makes it susceptible to flow
separation [Meinhard T. Schobeiri etal, 2003]. This study consists of two major parts: the
experimental part a cascade tested in an open jet low speed wind tunnel. The total and static
pressure between two axial compressor blades were measured using a Pitot - static tube and a
manometer. To visualize the flow a smoke tunnel was used. The stagger angle was taken equals
(4°,0°,-4° ,-8°, and-12°). Secondary, in the theoretical part that depends on simulation the flow
between the two blades by using a software FLUENT. The objectives of this paper are:

1. Study the effect of viscous flow separation (through the cascade of an axial compressor) on the
flow variables (velocity, static pressure, total pressure...etc) by utilizing FLUENT (V6.2) software.

e Investigate the effect of stagger angle on flow separation.

e Comparison of the experimental results with the theoretical results.

THEORITICAL PART:
Assumptions:

The flow is steady, two-dimensional, incompressible , turbulent, Newtonian, isotropicand
isothermal.

Governing Equations:

The domain for which the model is build is shown in fig.(1) since the flow through a compressor
is three-dimensional and quite complex, a simplified approach is adopted to analyze the fluid flow
through cascade passage in two dimensions. Figs.(1) and (2) show the cascade and the physical
domain. The equations of continuity, momentum and turbulence model are [Hill, P. G., 1965]:

1- Continuity Equation:

8_u+on (a).
oX oy
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X-Momentum Equation:

o pav_of, & of, @, of, &, of, o] o
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Y-Momentum Equation:
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The turbulence kinetic energy — dissipation model at high Reynolds number is used [Moult, A.
etal,1977].
A-Turbulence kinetic energy: K = O.5(u’2 +v'? +w’2)

P @4_@ :2 &% +E &% +Gk—pg (d)
ox oy x| o, OX | oy| o, oy

The quantity G, is the generation term for the Kinetic energy of turbulence given by:

SCREREE)

! ! 2
B-Dissipation: | &=V 6_u+av
oy oXx

Ol OV |_ 0| pe Og| 0| p 02| (C,G, —C,pe)e
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The K —& turbulence model was extended by ref. [Jones, W. P. and Launder, B. E., 1972] to
low-Reynolds number flow as follows:

oku okv]_offm o] of(m, K], {@jﬁﬂl
Aox "oy | axlle, e Taylle,  H ey | Lo oy

ou v oK' oK’
—+— | |-2u + - pE
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(9).

5665



. Habeeb Cascade Blades

A. K. Al-Taie Flow Separation Of Axial Compressor
S.F

,{a_eua_eqgﬂiﬂy_}gﬂﬂ_ﬂji}c_ﬂ{z{z) +2(@j .
ox oy ox|\ o, X | oy|\o, oy K OX oy

(h).
ou  ov oC,&° o’u  d*u  0°v  0O%v
—+—| |- = 2o —5 + - +—
oy OX K OX® OXoy Oxoy oy
e ——
s —————.
Fig. (1): Compressor Cascade Geometry. Fig.(2): General View of the Cascade.

FLUENT Code:

Analysis Steps:
There are two processors used to solve the flow equations:

A. preprocessor is a program that structure creates the geometry and grid by using GAMBIT as

follows:

e Modeling of geometry, fig.(3) and fig.(4).
e Mesh generation (Discitization), fig.(5).
e Boundary conditions. There are three type of boundary conditions:

a. Inlet boundary conditions(velocity and pressure inlet).

b. OQutlet flow boundary conditions.

c. Solid surface(wall) boundary conditions.

d. Periodic boundary condition(flow regions before and after two blades).
B. Postprocessor: is:

e Solving Navier-Stokes equations (which includes continuity and momentum equations) as wall

as turbulent flow model by using FLUENT software with ().
e Plotting the results.

Fig.(3):Axial compressor Blade Fig.(4):Axial Compressor Blade

by Points and Edges. as a face.
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Fig. (5): Grid (Mesh) generation of axial compressor vanes passage for (stagger angle =4°,0° -
4° -8° and -12°).
EXPERIMENTAL WORK:

Blade to Blade Configuration:
In the present work a cascade consists of two blades, each having a chord of (100mm) but one of

these blades has a span of (90mm) and the other two blades have a span of (380mm) were made
from wood fig.(6). The two blades of (380mm in span) are connected by suitable mechanism, as
shown in fig.(7) in order to be fixed in wind tunnel protractor and achieved on required stagger
angle. The two blates are fixed by aluminum plates, fig.(7).

- — | o

Fig.(6): Axial Compressor Blades NACA 65 (12)10. Fig.(7): Blade to Blade Configuration.
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Apparatus:

Subsonic Wind Tunnel:

Low- speed subsonic (Mach number=0.117) open type wind tunnel is used in this work of cross
section of (305mm* 305mm). Wind speed of (35m/s) is achievable allowing experiments on many
aspects of incompressible air flow and subsonic aerodynamics to be performed at satisfactory
Reynolds number. Reynolds number is (Re=239605) based on inlet velocity and blade chord. The
tunnel has a smooth contraction fitted with the protective screen. The test section is constructed of
clear Perspex, to see the blade to blade configuration clearly with a square cross section of
(305mmx305mm) and a length of (610mm). The blade to blade configuration was put inside the
test section parallel to flow direction and connect by protractor to limit stagger angle. The control of
the stagger angle of the blade to blade configuration was made by a suitable mechanism, fig.(9).
The upper surface of the test section has a slot used to fix the pitot-static tube to measure the static
pressure and total pressure. Fig.(8) is a photo of the wind tunnel and the working section.
Downstream of the test section is a diffuser which leads to an axial flow fan driven by a (5.6kW
three phase A.C motor). The flow is controlled by a butterfly valve before exhaust to atmosphere
through exhaust section. The air enters the tunnel through a carefully shaped diffuser. The test
section gives a full visibility of flow field.

Fig.(8): Wind Tunnel Device (Open Circuit) Fig.(9): Protractor of Subsonic Low
and Multi-Tube Manometer. Speed Wind Tunnel.

Multi Tube Manometer:

A water multi tube manometer was used to measure total and static pressure between the two
axial flow compressor blades, fig.(10). The manometer holes are connected to the Pitot - static tube
by suitable connection pipes.

Pitot — Static Tube:

The purpose of using pitot — static tube is to measure air static pressure, total pressure and then
velocity inside test section. The external dimensions are (5mm) diameter, (200mm) arm length.
Tube reading were corrected according to reference [Omran, K. J.,2003] as following:

AP =Py = P = Ps = Puater * 9 ¥ AH ey ().
1 , .
pd:E*E*pair*U ® (J)
1 )
Ap:pwater*g*AHwater=§*E*pair*u (k)
E=E,+0o+Q (.
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Where: E=Correction coefficient, @ =Viscosity coefficients, its value(0), Q =Effect of distance from
tube to wall which is found from fig.(11), E, =Effect of static pressure holes distance of (0.9976)
value.

LU IO

i DS

LELLE By

ELUHERE

DT

Fig.(10): Multi Tube Manometer. Fig.(11): Correction of Pitot - static
tube Distance. [Omran, K. J., 2003].
Smoke Tunnel:

To illustrate a real view of flow development and separation, a smoke tunnel was used as shown
in fig.(12). The air is drawn by a fan which is rotated by an electrical motor of variable velocity at
the top of the tunnel. The air enters to the tunnel at the base. The test section has dimensions of
(180mm) width, (240mm) height and (100mm) deep. The models installed in the back wall of the
test section, the front wall of the test section are easy to remove. It is made of clear Perspex. Smoke
generation is controlled at the bottom of the tunnel. The section has (23) holes from it smoke enter.
The space between any two adjacent holes is (7mm). A high light source is put in the sides of the
test section to see smoke clearly. The smoke generated by a smoke generator which evaporates
kerosene in class evaporator carried on the front wall of the smoke generator. The smoke generated
is dragged by the fan at the top of the tunnel through the test section. Flow Photo is taken using a
digital Camera.

Fig.(12): Smoke Tunnel.

Procedure of Experiments:
The flow between two axial flow compressor blades was tested by wind tunnel as described in
the following steps:
e Measure the atmospheric pressure and temperature before carrying out the experiments to
calculate the air density accurately.
e Fix the blade to blade configuration in the test section with the required stagger angle.
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Prepare the multi tube manometer, controlling speed valve, and pitot static tube.

Operating the wind tunnel for (15min) to reach steady state conditions.

e Reading the dynamic head by using pitot static-tube which is connected to multi tube
manometer by suitable connection tubes.

e Repeating the previous procedure for other stagger angles ranges from(4°to -12°).

e The experiments carried out in smoke tunnel were as following:

- Fill the bottle with Kerosene to the required limit.

- Put the model inside smoke tunnel test section and fixed at a certain angle indicated by

protractor.

- Turn on the smoke generator.

- After about (3minutes) the smoke begins to formulate.

- After smoke formulation the fan is turned on and controlled by the speed controller.

- A high resolution digital camera was then used to photograph the models and flow.

RESULTS AND DISCUSION:

Experimental Results:

The experimental results are presented for three different curve lines located at (0.125,0.5 and
0.875) of (S) as shown in fig.(13). The operating and boundary conditions of the blades and flow
passage are listed in table(1).

Table (1): Operating and Boundary Conditions.

Case | Stagger Angle Inlet Velocity (m/s) Number of grid Static Pressure Ratio
in (degree) points
1 4 35 63 1.08
2 0 35 63 1.12
3 -4 35 63 1.1
4 -8 35 63 1.07
5 -12 35 63 1.04

The velocity and static pressure distribution (for the three sections) of flow between the two

blades for stagger angle (40, 0°,-4°, -8"and -120) are presented in fig.(14)and(15). These figures
show that the flow is accelerated along section 1 (0.125S) up to a certain position,( refer to third
column of table(2). Then the flow decelerates to the exit for stagger angles (4° and 0°) up to a
certain position, see the fourth column of table (2) for stagger angles (-4°, -8° and-12°) where the
flow is separated. The flow decelerates along section 3 (0.875S) from the inlet to the exit for all
taken stagger angles. The velocity and static pressure remains constant along the section 2(0.5S)
from the inlet to the exit for stagger angles (-8° and -12°) and to a certain position for stagger angles
(4°, 0° and -4%), the fifth column of table (2). Then the flow decelerates to the exit. The pressure
ratio is the exit static pressure from blade to blade passage divided by inlet static pressure. The
pressure ratio for all cases is shown in table (2).

The reason behind such behavior is the effect of stagger angle. Within a certain range of stagger

angles (from 4’10 -40) the flow remains in contact with the blade surface. As the stagger angle is
increased, the blade profile forces the flow a way from its surface, hence, the flow starts to separate.
Separation starts close to the trailing edge and progresses upwards as the stagger angle is changed

(from -4°to -120). This effect is not clear in the middle section of the passage as the profile effects
on flow behavior diminishes. The behavior of static pressure distribution is complimentary to the
behavior of velocity. The flow separate from the suction side of the lower blade of cascade for

stagger angle (from -4° 10 -12 0) because of adverse pressure gradient.
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Table (2): Experimental properties and behavior of flow between two blades in wind tunnel.

Case Stagger Location of Location of | Location of Pressure

angles maximum velocity | separation flow ratio

in and minimum pointalong | deceleration

(degrees) static pressure section 1 along section

along section 1 (%chord) 2 (%chord)

(%chord)

1 4 43 - 87.3 1.08
2 0 37.5 - 75 1.12
3 -4 36 96 73 1.1
4 -8 25 64 - 1.07
5 -12 12 61 - 1.04

The total pressure distribution of flow between two axial compressor blades for different stagger
angle is presented in figure (16) .This figure show that the fluid total pressure decreases as it
passage from the inlet to the exit due to friction losses. The total pressure losses increases when the
stagger angle increases (in clockwise direction) and the maximum total pressure losses occurs for
stagger angle (-12°) in separation region.

Figure (17) presents the pressure ratio distribution for stagger angles (40, 0°,-4°, - 8°and -

120). The pressure ratio decreases when the stagger angle increases and separation zone increases,
see table (2). By using curve fitting method for this polynomial distribution, the concluded
mathematical relationship between this pressure ratio and stagger angle for NACA 65 (12)10 axial
compressor cascade is:

& =1.1057-0.00216-0.00076

Si

(m).

P,

Where: 0: Stagger angle in (degrees). : Pressure ratio.

By equating equation (m) to one, the range of stagger angle for NACA 65 (12) 10 axial
compressor blade aerofoil is (from -18° to 36°).
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Fig.(14): Velocity distribution for (0.125S, 0.5S and 0.8755S).
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Smoke Tunnel Results:

To see the real view and stream lines of flow separation on blade surface, the blade tests in
smoke tunnel for stagger angle (4°,0°,-4° - 8°and -12°) are shown in fig.(18). The flow separation
begins from the upper surface in stagger angle (-4°).As the stagger angle increases, separation
propagates towards the leading edge.

Separation zone Separation zone  Separation zone

(A) (B) (®) (D) (E)
Fig.(18): Stream line distribution on surface of axial compressor blade section NACA 65
(12)10: (A) Stagger angle =4. (B) Stagger angle =0. (C) Stagger angle =-4. (D) Stagger angle =-
8. (E) Stagger angle =-12.

COMPUTATIONAL RESULTS:

The operating and boundary conditions for the flow passage between two axial compressor
blades are listed in Table (3).

Table (3): Operating and Boundary Conditions.

Case Stagger Inlet Velocity | Number Number of CPU time
Angle (m/s) of grid iterations to in (min).
in (degree) points convergence
1 4 35 5473 8398 73
2 0 35 5573 7492 62
3 -4 35 5528 8403 74
4 -8 35 5440 8881 86
5 -12 35 4888 1019 93

The velocity and static pressure contours of flow between two axial compressor blades for

stagger angles (40, 0°,-4°, - 8"and -120) are presented in fig.(19) and (20). These figures show
that the fluid flow being accelerated near and along suction side (upper surface of lower blade) up
to a certain position, see the third column of tables (4). Then the flow decelerates to the exit for
stagger angles (4° and 0°) and to a certain position for stagger angles (-4°, -8° and -12°), see the
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fourth column of table (4), where the flow separates from the blade surface. The flow decelerates
near and along the pressure side (lower surface of upper blade) from the leading edge to the tailing
edge along the chord line for all cases. The velocity and static pressure remains constant in the mid-
space between the two blades from the inlet to the exit for stagger angles (-8° and -12°) and to the
certain position for stagger angles (4°, 0° and -4°), see the fifth column of tables (4). Then the flow
decelerates to the exit. The fluid flow being accelerated as it passes through the contracting flow
area after that the flow being decelerated to the trailing edge. These phenomena prove that the
suction side works as a nozzle-diffuser, the pressure side works as a diffuser and the blade to blade
configuration works as a nozzle-diffuser.

Table (4): Theoretical properties and behavior of flow between two blades in FLUENT.

No. | Stagger angles Location of maximum Location of Location of flow
in (degrees) velocity and minimum separation deceleration
static pressure near and | point near and | along mid-space
along the suction side along suction between blades
(%chord) side (%chord) | (0.5S)(%chord)
1 4 45 - 84
2 0 36 - 81
3 -4 35 98 74
4 -8 22 65 -
5 -12 12 63 -

The total pressure contours of flow between the two blades for stagger angle (40, 0°,-4°, -8"and

-120) are presented in fig.(21) .This figure shows that the total pressure decreases as it passes from
the inlet to the exit due to friction losses. The total pressure losses increases when the stagger angle
increases (in clockwise direction) and the maximum total pressure losses occurs when stagger angle

(-120) in separation region due to increased friction losses and adverse pressure gradient.
The flow separation affects the performance of a cascade and hence, affects the compressor
performance where the pressure ratio decreases when the separation zone increases.
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ACCURACY OF SOLUTION:

The FLUENT (V6.2) code is considered as a high accuracy computational fluid dynamics
software package. Fig.(22) presents the distribution of residual and number of iterations for

continuity, momentum and k-e model equations and for stagger angle (Ooand -80). As the stagger
angle increases, the number of iterations to convergence increases because the problem gets
complicated when the flow separation occurs, see table (3).
THE COMPARISON BETWEEN THE EXPERIMENTAL AND THEORICAL RESULTS:
The theoretical results obtained in this study by using FLUENT (V6.2) were compared with
those obtained experimentally using the wind tunnel. Fig.(23) shows this comparison for the
velocity in the three locations of interest for stagger angle (0°).This figure shows good agreement
between the theoretical and experimental results, where the flow behavior similar between these
results and the range of different velocity between these results is(1-3)m/s.
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Fig.(22): Distribution of number of Iterations to convergence and Residuals for stagger angle

(4° and -8°)
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Fig.(23): The comparison of velocity distribution between the experimental results and the

theoretical results.
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CONCLUSIONS:

e The area between two axial compressor blades for NACA 65 (12)10 works as a nozzle-
diffuser.

e Smoke tunnel was successfully used to show separation of flow from upper blade surface.

e The flow separation was seen to start at a stagger angle of (-4°) experimentally and
theoretically.

e The mathematical relationship between the static pressure ratio and stagger angle for NACA
65 (12)10 axial compressor cascade is concluded by using curve fitting method for
polynomial distribution.

p
—* =1,1057-0.0021 #-0.0007 6*
p

(n).

The range of stagger angle for NACA 65 (12) 10 axial compressor blade aerofoil is calculated

from this relationship. It was found in the range (-18° to 36°).
Total pressure was seen to reduce through the blade passage. It drops sharply for the separation
zone.

FLUENT (Vv6.2) was used successfully to predict separation as compared to the experimental
measurements in the wind tunnel and as compared with other works.

NOMENCLATURE

English Symbols

Symbol Description Units
C Blade chord line. m
C,.C, Constants in turbulence model. m
d, nd, zd Dimension of pitot static tube. m
E Correction coefficient.
E, Effect of static pressure holes distance. -
Gk Production term of kinetic energy. kJ
g Acceleration of gravity. m/s?
K Kinetic energy of turbulence. m?2/s?
P Pressure. Pascal
n Local coordinate normal to the wall. m
Re Reynolds number. -
S Space between two blades. mm
X, Y Coordinates in X and Y- directions. m
U Velocity of air. m/s
u, Vv, w Velocity components in X, y and z directions m/s
Greek Symbol
Symbol Description Units
a Flow angle. degree
B Blade angle. degree
£ Dissipation rate of turbulent kinetic energy. m2/s?
H Laminar viscosity. kg/m.s
U, Effective viscosity. kg/m.s
U, Turbulence viscosity. kg/m.s

5680



Number 3 Volume 16 September 2010

Journal of Engineering

v Kinematic viscosity. m?2/s
[0} Viscosity coefficients value. -
0 Stagger angle. degree
P Density. kg/m?®
Ok, O¢ Effective prandtl numbers. -
Q Distance action from tube to wall. -
HA Tube head in manometer. o cmH
PA Change in pressure. Pascal

Superscripts

Symbol Description
' Fluctuating quantity.
Subscripts
Symbol Description
air Air.
d Dynamic.
S Static.
Se Static exit.
Si Static inlet.
t Total.
water Water.
1 Inlet conditions.
2 Outlet conditions.
Abbreviations
Symbol Description
A.C motor | Alternating Current Motor.
CFD Computational Fluid Dynamics.
Fig. Figure.
NACA National Advisory Committee for Aeronautics.
NASA National Aeronautics and Space Administration.
SIMPLE Simi — implicit method for pressure linked equations.
SIMPLEST | SIMPLE — Specially Treated (Newly developed).
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MATHEMATICAL MODEL TO INVESTIGATE THE
TEMPERATURE AND HARDNESS DISTRIBUTIONS DURING
THE ANNEALING AND NORMALIZING TREATMENT

B. Shaheen. Bachy
Mechanical Department, College Of Engineering, Baghdad University

ABSTRACT

Annealing and normalizing treatment are one of the most important heat treatment for
the steel and its alloys. In the present work a mathematical model has been used to simulate
this process, this model taken in account the variation in the physical material properties and
heat transfer coefficient for the surface of metal. A numerical scheme based on control finite
volume method has been used. A computer program with C++ language was constricted to
found the final solution of the numerical equations.

Jhe model was used to estimate the temperatures distribution and the hardness value at

each point of the workpiece. Good agreement has been obtained when compared the result of
the present model with other experimental published data.

KEYWORD: annealing and normalizing heat treatment, mathematical model, hardness
predications
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INTRODUCTION

Jt is well known that the heat treatment process of the steel is very old process

technology of materials. In this process we can improve the mechanical properties of the steel.
It’s involved a cycle of heating and cooling process in all heat treatment types. The mean
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difference between the types of this process is the cooling rate, for example high cooling rate
used in quenching treatment while very slow in annealing treatment. During the heat treatment
process there are coupled phenomena, such as thermal-mechanical coupled effect, temperature-
microstructure coupled effect. So that it’s very important to study the temperature distributions
in this process from this distribution we can expect the phase transformation and the
microstructure as well as the thermal stress which is may occur in the workpiece during the
heat treatment process.

In the recent years, the mathematical modeling of heat treatment process has been used
in the world to reduce the offers in this process and to make the effective parameters for this
process under the control.

[B.Shaheen.B.2010] developed a mathematical model to simulate the quenching
treatment of viruses steel types. In this work a computer program was constricted to evaluate
the temperatures distribution and to study the important parameters in the quenching treatment
of steel with different quenching media and workpiece dimension.

[B.Smoljam etal 2006] a numerical simulation the quenching process have been carried
out in this work, the relationship between the time from 800 °C to 500 °C and the distance from
quenching end of Jumine- specimant have been studies to estimate the hardness distribution
depending on the cooling rate or cooling curve for the workpiece.

[B.Smoljam etal 2009] a heat transfer model was used in this work to simulate the
quenching treatment. The hardness distribution have been estimated based on the relationship
between the cooling time from 800 to 500 and the Jumine- specimant.

[Haji Badrul etal 2009] in this work a heat transfer simulation to the quenching
treatment using finite element software ANSYS workbench have been carried out to
investigate the temperatures distribution. The hardness distribution have been predicated by
using method based on the relationship between the Juminy distance versus cooling time to 500
°C and hardness versus Jominy distance.

A further work was carried out by [B. Liscic etal ] to simulate the heat treatment
process (quenching treatment). The temperatures distribution have been investigated, the
hardness distribution also investigated by method based on the relationship Continuous-
Cooling-Transformation (CCT) diagram of steel and the phase structure versus hardness
diagram depending on the time to 500 °C .

In the present work a mathematical heat transfer model based on a computer program
with C++ language have been carried out to simulate two kinds of the most important heat
treatment process which is annealing and normalizing treatments. This work taken in account
the variations in the physical properties for the workpiece metal which is occur during the
treatment (increasing in the temperature of the workpiece) as well as the relationship between
surface temperature and the heat transfer coefficient of the workpiece during the treatment.

MATHEMATICAL MODEL

The heat conduction equation in the middle of workpiece taken as in equation (1)

0 oT oT
6_X(K8_x) —(K—) pC P o 1)

Where K is the thermal conductivity and C, the specific heat and p the density of the metal
workpiece. From above model we can see that the temperature variation is with time and the
coordinate x and y, also we assume that the maximum variation in workpiece temperature is
taking place across the cross sectional area (X-Y) plane [B.Shaheen.B.2010] . The all thermal
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material properties i.e. thermal conductivity, specific heat, density are temperature dependent
[ASM Handbook, Volume 1, 2005]

By using numerical scheme based on control volume method the nonlinear heat conduction
equation eq. (1) will be discreted and we will obtain

ap Tp = agTe+aw Tw+anTn+as Ts+ap® Tp°

Where
Ke Ay Ky Ay K AX kg AX
ag = aw = aN = ag=
(5x)e By )w (Sy)n (Sy)s
PCpAXAY
pOZT apIaE+aW+aN+as+apo

Boundary Conditions

We can describe the boundary conditions in the present work a follows (see figure 1)
Y

A
aT
kazhC(T —-Ty)
1 oNod3
oT oT
k=—=0 k= =he(T -T,
o < 0= Ko el )
[ I L
Nod 1 aT{} Nod 2 > X
k=0
oy

Figure (1). Geometry and the boundary conditions.

Where h, The value of heat transfer coefficient and T is the surface temperature of the
workpiece and Too is the cooling media temperature where this value in case of annealing
treatment equal to the temperature of furnace and in case of normalizing treatment equal to air
temperature.

The value of heat transfer coefficient (h) is taken as temperatures dependent. Table (1)
shows these values for the two cases annealing and normalizing treatment [Brandon Elliott B.
and Christoph Beckerman 2007].
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Table (1) The heat transfer coefficient for the annealing and normalizing treatment

T°C 30 | 100 | 200 | 300 | 400 | 500 | 600 | 700 | 800 | 900 | 1000
2
he (Wint.C) | gng | 550 | 850 | 900 | 1054 | 1210 | 1300 | 1540 | 1650 | 1800 | 2000
Annealing
2
he (WM™C) | 500 | 500 | 600 | 650 | 700 | 725 | 800 | 850 | 950 | 980 | 1000
Normalizing

In the previous section we described the mathematical model and the numerical data
needed, after this step we will used numerical scheme based on control volume method and
iterative method known as (TDMA\) also used to solve the system of equations which is consist
of the boundaries equations and the medal equation finally computer program was constructed
in this work based on C++ language to found the final solution for the proposed model and the
out put of this program used in others computers program to show the results of the program.

HARDNESS VERIFICATION

It’s very important to verify the result of the present model, so that a
comparison between the values of hardness calculated in the present work and experimental
published data [B.Smoljam etal 2006] [B.Smoljam etal 2009] as show in table (2) below:

Point 5 Point 3

Point 7
Point 4

Point 6 Point 7

Point 5

Cent of the
workpiece

Point 1 Point6 Point 2

Figure (2) the nod points as described in the table (2).

Table (2) a comparison between the hardness calculated in the present work and
[B.Smoljam etal 2006] [B.Smoljam etal 2009]

Point Node No Point | Point | Point | Point | Point | Point | Point
1 2 3 4 5 6 7
Present work 290 330 324 330 350 310 340

[B.Smoljam etal 2006]

[B.Smoljam etal 2009] 311 349 340 349 368 324 379

A further comparison has been made with [B.Smoljam etal 2009] to the point node no 2 which
is equal to point 4 as show in table (3) below:
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Table (3) a comparison between the hardness calculated in the present work and
[B.Smoljam etal 2009]

% F % P % B % M H. No
Present work 5.2 8.5 73.8 12.5 330
] % F+P
[B.Smoljam etal 2009] 0-12 42-74 5-36 290-349

RESULTS AND DISCUSSIONS

Different cases have been study in this work by the proposed model, figure (3) below
shows a flow chart for these cases.

| Model |

v v

[ Annealing Treat. ] [ Normalizing Treat. ]
\L Y

[Cross sectional area] [Cross sectional area]

A

A A \ 4
|o.3 *0.3 cm2| [0.1 * 0.1 cmz] [0.3 *0.3 cmz] |0.1 * 0.1 cm2|

Figure(3). Case study by the proposed model in the present work for the steel type DIN
41Cr4.

The above cases were study to the steel DIN 41Cr4 which have the chemical
composition shown in table (4) [ASM Handbook, VVolume 1, 2005]

Table (4) Chemical Composition to the Steel DIN 41Cr4

Composition | 944 | 0.22 | 0.80 | 0.030 | 0.023 | 1.04 | 0.17 | 0.04 | 0.26 | <0.01

Figure (4) A, B shows the temperatures variation with time for the three points (points
nod 1, points nod 2 and points nod3 see figure (1)) for the two cases which is annealing and
normalizing treatment and when the cross sectional area is (30 * 30) cm?, (10 * 10) cm?.

In case of the annealing treatment fig (4)-A, we can see that the difference in
temperatures between the described points is not high especially when the cross sectional area
is (10 * 10) cm?. The difference will increase with cross sectional area increasing. In general
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there is no high temperatures difference between the two cases of cross sectional area in the
annealing treatment.

But these behavior is different in the normalizing treatment see figure(4)-B, where this
figure shows that the temperatures difference between these points is increasing especially in
case of (30 * 30) cm? cross sectional area

1000.00

Annealing Treat.

Point 1
Point 2

800.00 —

600.00 — (30*30) m?

Temp C

400.00 —

200.00 : i : i : i : i :
0.00 2000.00 4000.00 6000.00 8000.00 10000.00
Time sec

A-Annealing Treatment

1000.00

Normalizing Treat.

Point 1

800.00 7} Point 2

—— Point 3

Temp C

400.00 —

200.00 —

0.00

\ \ \
0.00 2000.00 4000.00 6000.00
Time sec

A- Normalizing treatment

Figure (4) Temperatures variations vs. time for at two cross sectional area with two cases,
A-Annealing treatment and B- Normalizing treatment.

Figure (5) A, B shows a comparison between the annealing and normalizing treatment
for three points in the workpiece and when the cross sectional area are (10*10) cm? and (30*30)
cm?. It’s very important to note that the thermal gradient in the normalizing treatment is more
than in the annealing treatment, actually its come from the value of heat transfer coefficient and
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the environment temperature or the cooling media temperature which is different in the two
treatment process (annealing and normalizing) as we described before.

1000.00
B Cro.Sec.(10*10)
Point 1
800.00 — Point 2
—— Point 3
600.00 —|
%) i
o
= _
[0}
'_
400.00 —
Aneeling
200.00 —
Normlazing
0.00 T I T I T I T I T
0.00 2000.00 4000.00 6000.00 8000.00 10000.00

Time sec

A-Cross sectional area (10*10) cm?

1000.00
B Cro.Sec.(30*30)
Point 1
800.00 — W\ Point 2
N ——— Point 3
600.00 — |
o H\
o
g ,
@
'_
400.00 —
200.00 — S
> Normlazing
0.00 T I T I T I T I T
0.00 2000.00 4000.00 6000.00 8000.00 10000.00
Time sec

B- Cross sectional area (30*30) cm?
Figure (5) Temperatures vs. time in a comparison between annealing and normalizing
treatment for three points at two cases
A-Cross sectional area (10 * 10) cm?, B- Cross sectional area (30*30) cm?

Figure (6)-A,B,C show the temperature distribution for the annealing (0.3*0.3 m?) at
different time 30, 1832,7032 and 1000 sec, from this figure we can se that the thermal gradient
throe the cross sectional area is changing with time, in the first time step the thermal gradient
not high but with increasing time this gradient increase until reach same point (specific time)
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then this gradient will decreasing with time increase this mean there is a specific critical time
point before which the gradient increase with time and after which the gradient decreasing with
time increase.

After 30 sec

039.9

g0

A- After 30 sec
800 : | 1;32“;
”"ﬁ{' "‘ “ ‘\‘\ 132 see

30

B- After 1832 and 3032 sec

440

450 120

Tl f032see

400
400

380

Temp C

360

340

320

C- After 7032 and 10000 sec

Figure (6)-A,B,C The temperature distribution for the annealing for (0.3*0.3 m?)
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Another case shows in figure (7), which described a comparison between temperatures
distribution for the normalizing treatment when the cross sectional area is (0.3*0.3 m?) at
different time (30, 330, 1832 and 3032) sec. From this figure we can see that the thermal
gradient increase with time increase from 30 to 330 sec after this time the thermal gradient will
be decrease with time increase.

Temp C

¥ cm

X cm
Figure (7) - The temperature distribution for the normalizing treatment for (0.3*0.3 m?)

Actually there is a specific time point at which the thermal gradient is maximum, before
this point (this time) the thermal gradient is increase with time increase and after this point the
gradient is decrease with time increasing as we mention that before.

We can described this point as (Time of Maximum Thermal Gradient) (Tmrtc ).
Value of Twm g is effected by many parameters such as the cross sectional area, temperature of
heat treatment and heat treatment type. Thermal stress or crack may be occurring due to high
thermal gradient so that it’s very important to specify this point in the heat treatment process to
avoid these defects. A special cooling process can be used to eliminate the effect of this
phenomenon.

Another comparison shows in figure (8)-A, B, where figure (8)-A shows a comparison
between the temperatures distribution for the annealing and normalizing treatment process at
different time (30, 1832, 3032 ) sec, when the cross sectional area (0.1*0.1 m?) while figure
(8)-B shows the same case but for the cross sectional area (0.3*0.3 m?). It’s very important to
noted that there is many differences between the temperatures distribution for the annealing
and normalizing we can see that from the contours line of temperatures distribution and the
temperature bar, this difference is increasing with time increase and with cross sectional area
decrease. This is due to the value of heat transfer coefficient and the cooling process in the heat
treatment process type.
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0 An.after 30 sec Nor. after 30 sec

75

839.6

839.5

839.4

25

839.1

An.after 1832 sec
Nor.after 1832 sec

5

An.after 3032 sec Nor.after 3032 sec

A-(10*10) cm? Cross Sectional Area
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25
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280
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260
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Figure (8)-A, B, comparison between the temperatures distribution for the annealing and
normalizing treatment
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THE HARDNESS PREDICATION

After we calculate the temperature distribution in the previous section we will used this
data to investigate the phase transformation and the value of the hardness in each point in the
workpiece by using a method consist of the below steps.

By using the continuous-cooling-transformation (CCT) diagram we can determined
time required to reach the temperature 500 °C (by intersection with the isothermal line 500 °C),
this step will be use to examination each point in the workpiece and determined the required
time to reach the temperature 500 °C for each point.

For example figure (9) A, B shows the cooling curve for the three point (point nod 1,
point nod2 and point node 3 see figure 1) for the normalizing and annealing treatment
respectively and when the cross sectional area is (30*30) cm?, from figure (9)-A we can see
the time required to reach the isothermal line 500 °C (to the three points) this time can be noted
as 1, 2 and 3, from these value we can see that the time required to each point is different from
point to other this lead to different phase structure and mechanical properties. Figure (9)-B
shows the same case but for the annealing treatment. It’s very important to noted that the
different between time required to reach the isothermal line 500 °C for the three point (point
nod 1, point nod2 and point node 3) in the annealing case are less than that for the normalizing
treatment, this case lead to uniform phase structure in the annealing treatment more that that for
the normalizing treatment.

100 Austenitizing temp. 840 °C
Holding time 8 min
q00
S Acy
80 i
— Ay
~\ —-"_".‘ e
700 I \\ \;“’,.-- __...---——-._._ e
o, D ,,..n"”"--* all ]
-y ;"/ /"'\":’: =T \ L
500 —+ S N \
3 \..\ \\\
E 500 [~ * N N
E f‘ .’\. \\
2 4,00 ' T
@ " » T !
= 200 By S —— Point1l
NIITEE RN N Point 2
200 i N
(3 (2 R - Point 3
100 / |
0 o BT

Time sec

A-Normalizing Treatment
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1000 Austenitizing temp. 840 °C
Holding time B min
900
ik LT TS ch
800 =
AN Aty
700 : e e S s
-y AT N\
; A 1A A)
@ 600 1. { ¥ \\\
5 2
% 500 o
o T4 I
L0 . -
& —{ 11§} .
300} - m - Point 1
11 1 B —— -
200} . m Point 2
II i ———— - POInt 3
- wll T
o !}
10 10° 10° 10* 10°

Time sec
B-Annealing Treatment

Figure (9) Continuous-Cooling-Transformation (CCT) Diagram and steps to determined the
required time to reach the isothermal line 500 °C for the two cases
A-Normalizing, B-Annealing

After we determined the time for each point in the workpiece we will use this value to

determine the phase structure and the hardness at each point by using figure (10), which shows
the relationship between the time and the phase structure and the hardness value in HRC.
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Figure (10) The relationship between the time and phase fraction and hardness in HRC [ 5].

Table (5) shows the phase structure and the hardness no in HRC for same point for the
annealing and normalizing treatment and with two cross sectional area which are (10*10) cm?
and (30*30) cm?.

Table (5) The phase structure and the hardness no in HRC

Treatment Type Nod Point | %F | %P %B | %M | HRC
Annealing Treatment Nod 1 38 | 62 19
Nod 2 37.2 | 62.8 195
* 2
(10710) cm Nod3 | 37 | 63 10.7
Annealing Treatment Nod 1 39 61 18
. ) Nod 2 37 63 19.7
(30*30) cm Nod3 |366| 63.4 19.8
Normalizing Treatment Nod 1 25 75 24.1
Nod 2 12 78.5 9.5 33
* 2
(10*10) cm Nod 3 5.2 8.5 73.8 125 31.9
Normalizing Treatment Nod 1 36.6 | 634 19.8
. ) Nod 2 31 69 20
(30*30) cm Nod3 | 6 | 95 | 725 | 12 | 325

After we used the above methods to determined or predicate the hardness distribution
for the workpiece for the two cases of heat treatment process these hardness value show in
figure (11)-A,B,C and D, where this figure show the hardness distribution in HRC for the
annealing and normalizing treatment process with (10*10 cm?) and (30*30 cm?), from this
figure we can see there is a hardness difference between each point in workpiece, in fact this is
duo to differences in the microstructure or phase structure which is depending on the cooling
rate of each points from the workpiece, from figure(11)-A, we can see that the difference is not
high between the inner and the boundary of the workpiece, these difference is increase with
cross sectional area increasing see figure (11)-B, figure (11)-C shows the hardness value and
distribution which is more that that for annealing treatment , and the hardness increment when
the cross sectional area increase is more than that in the annealing treatment see figure (1).
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Anneling {0.170.1) Anneling (0.30.3)

B

Normalizing {(0.3*0.3)

X c.:m xém
C D
Figure (11) the hardness distribution for the workpiece

CONCLUSIONS

1-During the cooling process in the heat treatment there is a specific time at which the thermal
gradient through the cross sectional area is maximum we can note it as (Tmr.c ) (Time of
Maximum Thermal Gradient), before this time (Tm1.c ) the thermal gradient is increase
with time increase and after this time the gradient is decrease with time increasing. Thermal
stress or crack may be occurring duo to high thermal gradient (which is occurs at this point)
so that it’s very important to specify this point in the heat treatment process.

2-The possibility of thermal stress and crack during the normalizing treatment is more than that
in the annealing treatment also the high cross sectional area tend to this defect more than the
small cross sectional area.
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3-Generally the hardness is a function for (phase type and phase percent), and this hardness
value decrease when the cooling time increase, but this behavior is change between the times
from (120 to 200) sec where the hardness value at this cooling time range will increase with
time increasing, even with phase portion change so that the hardness of point nod 3 (P3) is
less than the hardness of point 5, point 4, and point 7. Also in the cooling time range (440 to
3100) sec there is no effect to the cooling time on the hardness even with increasing the %F
phase and decreasing the %P phase.

REFERENCES

ASM Handbook, Volume 1, “Properties and Selection: Irons, Steels, and High
Performance Alloys” 2005

Brandon Elliott Brooks and Christoph Beckerman  Prediction Of Heat Treatment
Distortion Of Cast Steel C-Rings “In proceedings of the 61% Technical and Operating
conference. SFSA, Chicago, IL. 2007.

B. Shaheen. Bachy “Simulation of Heat Treatment Process by Numerical Heat Transfer
Model” 2010

B. Smoljan a, N. Tomasi¢ , D. Iljki¢ , I. Felde , T. Reti “Application of JM®-Test in 3D
simulation of quenching ” Journal of Achievements in Materials and Manufacturing
Engineering, VOLUME 17 ISSUE 1-2 July-August 2006

B. Smoljan, D. Iljki¢, S. Smokvina Hanza “Computer simulation of working stress of heat
treated steel specimen” Journal of Achievements in Materials and Manufacturing
Engineering, VOLUME 34 ISSUE 2 June 2009

Bozidar Lis¢i¢1 — Sasa Singer2 — Bozo Smoljan3 “Prediction of Quench-Hardness Within
The Whole Volume of Axially-Symmetric Workpieces of Any Shape”

Prof. Dr. Haji Badrul Bin Omar , Prof. Dr. Mohamed Elshayeb and Abdimanam. S.A.

Elmaryami “Unsteady State Thermal Behavior of Industrial Quenched Steel Bar” 18th
World IMACS / MODSIM Congress, Cairns, Australia 13-17 July 2009.

5698



Number 3 Volume 16 September 2010 Journal of Engineering

THREE-DIMENSIONAL FINITE ELEMENT ANALYSES OF
A SINGLE PILE IN AN ELASTOPLASTIC CLAYEY SOIL

Omar al-Farouk Salem al-Damluji, Usama Saeed Al-Anbaki,
Department of Civil Enginering, Former Postgraduate Student,
University of Baghdad. Department of Civil Engineering,
University of Baghdad.
ABSTRACT

A three-dimensional coupled finite element analysis algorithm is developed to predict the
behaviour of single piles in clay. Three dimensional 20-noded brick elements are used in
the analyses carried out on three documented field studies. Each node carries four degrees
of freedom, three being for displacements in the three perpendicular space dimensions
while the fourth is allocated for pore water pressure. The behaviour of the material of the
pile is idealized through a linear elastic constitutive relationship while that for the soil by
the Modified Cam-Clay model both extended to cover three-dimensional characteristics.
The load-displacement results from the developed algorithm on the three selected problems
from literature show a very good agreement with the observations. Moreover, the build-up
of pore fluid pressures and their dissipations were found to be consistent with field
measurements also.
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O. Al-Farouk Three-Dimensional Finite Element Analyses
U.S. Al-Anbaki of a Single Pile in an Elastoplastic Clayey Soil

- PREVIOUS WORKS

As an introduction, a review of literature is made for the behaviour of a single pile in
clayey soils and under static loading.

- Analysis of Piles by the Finite Element Method:- Randolph and Wroth (1978) used
the finite element method to model the manner in which a pile transfers load to the soil for
analysis of deformation of vertically loaded piles. Good agreement was obtained between
the results of the analysis and solutions obtained from available numerical methods and
noticed that the shear stress around the pile decreases in an inverse proportion to the radius.
Desai (1978) studied the effects and simulation of driving of piles into saturated soil media.
A procedure for numerical simulation of driving is proposed. Consolidation caused by
changes in stress and in pore water pressures, which are obtained on the basis of the cavity
expansion approach, in the soil mass due to driving was solved using a finite element
procedure. Kuhlemeyer (1979) presented a formulation for an approximation to bending
of beams of circular cross sections by the use of the finite element method. The three-
degree of freedom characteristic of the element permits an efficient solution to the three
dimensional problem of lateral displacement and rotation of transversely loaded circular
beams. The high accuracy of the element was confirmed by studying the deflection of
cantilever beams subjected to lateral loads. Kirby and Esrig (1979) used an elastic finite
element analysis for pile loading and suggested that the changes in pore pressure
associated with changes in mean normal total stress are small and probably in the order of
(5-10%) of the undrained shear strength of the soil. Measured pore pressures due to pile
loading are typically (0-25%) of the undrained shear strength. Cooke et al. (1979)
described a series of tests made on instrumented tubular steel piles in the field to examine the
mechanism of load transfer from piles in stiff clay. During installation of the first pile, loading
tests were made to piles in stiff clay. During installation of the first pile, loading tests were
made so that the variation of the soil properties and the effect of pile length on settlements
at corresponding working loads could be examined. Ottaviani and Marchetti (1979)
compared results obtained from a loading test on cast-in-place piles with those obtained
from a non-linear finite element analysis based on geotechnical parameters of cohesive
soils. The comparison found a good agreement for the loads before failure (allowable) but,
there are differences in the loads close to failure (ultimate). Grande and Nordal (1979)
used the finite element method to deal with long term pile head loads. Formulae
concerning the ultimate and service load components were derived. In addition to these,
equations describing deformations and soil reaction coefficients were introduced.
Randolph et al. (1979) made a numerical analysis of an installation of a single pile driven
into clay and the effects on the distribution of stresses and displacements in the soil near the
piles immediately after driving and during subsequent consolidation of the clay. The
installation of driven piles with the expansion of a cylindrical cavity was modelled. The
path applied to elements of soil in this process, a strain controlled path, consists, for a
typical clay deposit of large lateral extent, of one-dimensional consolidation followed by
plane strain constant volume shearing with the plane of shearing being perpendicular to the
previous direction of consolidation (rapid installation of the pile). The consolidation of the
soil was studied using a work-hardening elasto-plastic soil model, namely, the Cam-clay
model. Pal and Parikh (1980) used a finite element analysis for an axially loaded pile-clay
system in the elastic region with a computer program capable to handle non-homogeneous
and homogeneous clays as well as different pile geometries and different pile penetrations.
It was seen that as L/H (which is the ratio of the pile length to the total depth of the soil)
ranges between 0.75 to 1.00, there would be an increase in the rate of settlement for a
specific slenderness ratio of pile. Morever, it was observed that in the case of full
penetration, the amount of load transferred at the base shows a tremendous increase.
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Bhowmik and Long (1990) presented results of nonlinear finite element analyses of an
axial pile load test using a bounding surface plasticity model to simulate the soil behaviour.
The interface between the pile and the surrounding soil is modelled by using thin
isoparametric elements. The comparison between observed and predicted pile behaviour is
presented and the sensitivity of the analytical solutions to the properties of interface
elements is investigated and discussed. The soil-interface-pile model used in this analysis
provides a good simulation of the load test analyzed. Phoon et al. (1990) used the finite
element method to study the effect of a spatially varying soil medium on the settlement of
single-pile foundations. The soil is assumed to be linear-elastic and it is modelled as a
homogeneous field. Using a first-order second-moment technique, the mean and
coefficient of variation of the pile head settlement were determined. It is found that the
uncertainty of the pile head settlement is dependent on both deterministic and stochastic
parameters. Analysis is then performed to compute the reliability index and the
corresponding probability of unserviceable behaviour. Yasser and Hassiotis (2001)
developed a three-dimensional, nonlinear finite element model. It is used to study stresses
on piles and pile-soils. The model consists of soil continuum elements according to a
Mohr-Coloumb failure criterion with material nonlinearities for the piles and soil,
respectively. The objective of that investigation was to study the mechanism of pile-soil
interaction. Al-Marsumi (2003) developed four algorithms to calculate the total stress,
pore water pressure in addition to inclusion of earthquake effects. A three dimensional
finite element method was used to analyze the pile-soil system. A single pile with cap and
a group of piles with cap were studied while the soil was represented as a homogeneous
isotropic and non-homogeneous anisotropic material using the Modified Cam-Clay model.
Maharaj et al. (2004) analyzed piles of varying cross-sections by a nonlinear finite
element method under plane strain conditions. The soil was modelled by an elasto-plastic
medium incorporating Drucker-Prager yield criterion. It was found that the load carrying
capacity of a single pile is more than that of a pile in a group in case of piles under uplift
load and of varying cross-section. Raheem (2005) used the finite element method to study
the behaviour of axially loaded piles embedded in a clayey soil and studying the pore water
pressure developed with a thin layer interface element using the Cam-Clay model. It was
concluded that during undrained loading conditions, the vertical settlement values at the tip
of the pile increased in the order of 22.5% when slip elements are used. Al-Baghdadi
(2006) developed a three-dimensional, nonlinear finite element computer program to model
soil-pile-raft systems with interface elements between the pile and the surrounding soil. A
twenty-noded isoparametric brick element was used. The behaviour of the piled raft
material is simulated by using a linear elastic model. However, the behaviour of soil and
interface materials is simulated by an elasto-plastic model using the Mohr-Coulomb failure
criterion.

In this paper, a solution to the problem is proposed by using the Modified Cam-Clay model for the
soil and the linear elastic model for the material of the pile both extended to cover three dimensional
conditions.

- DIFFERENTIAL EQUATIONS GOVERNING THE PROBLEM:-

Biot, (1941) developed a three-dimensional consolidation theory based on elastic theory.
The assumptions of Terzaghi-Rendulic theory are adopted here except that the total stress is
allowed to vary within the soil mass although the applied load remains constant. Biot’s
theory includes the compressibility of the fluid and the soil skeleton and it also deals with
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partly saturated soils. For saturated soils, Biot's theory for general three-dimensional problems
may be expressed as (Biot 1955, 1956):-
- Equilibrium Equation:- For static analysis, the equilibrium equation is (Smith and Griffiths,
1988):-

KT 9 df_

= e = 0, (1)
dt dt dt

When encountering a non-porous material like concrete, the above equation reduces to:

F} = KB} e (2)

where:- {F}= vector of nodal forces,
[K] = stiffness matrix, and
{d}=vector of nodal displacements.
The element stiffness matrix for Equation (1) is given by (Smith and Griffiths, 1998):-

K= [[BI[DIBJAQ......cooiiiiiiiiii (3)

where:- [D]= the stress-strain (constitutive) matrix,
[B]= the strain-displacement matrix,
dQ= the domain of the integration, and
the superscript (' ) represents the transpose of the matrix.

Equation (3) can be rewritten in a three-dimensional local form as follows:-
+1+1+1

K=[[[[BI'[DIBldetd.d&dnd ....oovrriiiiiiiiiiiiiiiii (4)

-1-1-1

- Fluid Flow Equation:- This equation is applied onto flow of water in porous materials
like soils only. It can be written as (Lewis and Schrefler, 1987):-

Hﬁ+8d—p+LTd—u—f=0 .................................................. (5)
dt dt
- Governing Element Matrix Equation:- By augmenting equations (1) and (5), the

following matrix equation is obtained (Lewis and Schrefler, 1987):

K L ] K L u
T B LT o "
L' S+aHAty j, (Pl L S—(@-a)HAY J (P

df
—+C
dt - Mg oo, (6)
f k,o
The above equation represents the equation governing the soil medium surrounding the
pile.

THREE-DIMENSIONAL BRICK ELEMENT:-
In this paper, the problems under consideration are discretized into three-dimensional
twenty-node brick elements. Each node in this element has three degrees of freedom
representing displacements in the x, y, and z-directions, as well as an additional fourth degree of
freedom for pore water pressure.

For the derivation of the required matrices and vectors, the coordinates and local
displacement fields of an element are interpolated using polynomials as follows (Owen and
Hinton 1980):-
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For the three displacement components u, v, and w:-
ul [[N] o o015
VE=[ 0 [N] 0 8 b oo @)

w |0 0 [N]||s

Also for three coordinates X, y, and z:-
x| [[N] 0 07x

VE= 0 [IN] 0 RV e (8)

z 0 0 [N]||z

where:- {uj={u v w|’, vector of global displacements in the x, y, and z-directions,
respectively,

m =number of nodes per element,
{8, } =nodal global displacements of node (i),

X}={x y z}" vector of global coordinates at any point,

X i j=Vvector of global coordinates of nodal point (i), and

{Ni } = interpolation function of nodal point (i) (as functions of local coordinates &, nj, and &).

For small strain theory, the strain vector for a three-dimensional stress analysis can
be written as (Reddy, 1984): -

ou
ax
oV
Y e, 9)
Sy ow
=111 07
V| |OU_ OV
Yy2 oy OX
Vo) |0V, OW
o0z 0y
ow Ju
ox oz

The evaluation of the strain vector requires the evaluation of the derivatives given in Equation (7).
The derivatives are calculated by using a Jacobian transformation matrix, which relates
global coordinates x, y and z derivatives to local coordinate &, i, and ¢ derivatives (Bathe,

1996):-
o o
0
é T -2 ST OO OO UO TP (10)
on oy
0 )
¢ oz
where:-
[J]°= the Jacobian matrix in Cartesian coordinates.
The strain-displacement relation is given as:-
)= Y BIHOI oo (11)

i=1
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where:-

[Bi]= The strain-nodal displacement matrix described by:-

N, 0 0 N, .. 0

0 N, O o .. ©0

Bl & O M O N e (12)

N1,2 Nl,l O N2,2 Nm,l

N13 O Nl 1 N2,3 Nm,l

L 0 Nps N, 0 Nm,z_
In the above:-
ON;

= (the first derivative of the shape function).
j
The three normal and the three shearing stresses are related to the corresponding
strains through the stress-strain constitutive matrix [D]:-

{od=[DKe} oo (13)

CONSTITUTIVE RELATIONSHIPS:-

- Elastic Model:- Elastic behaviour of a material occurs when no residual strains are
retained after unloading, and the material returns to its original shape (Atkinson and
Bransby, 1978). In the case of a three-dimensional continuum, it may be expressed in

terms of two constants (K) and (G) as follows (Saada, 1974):-

4
Local Node é C
Number N
1 111
z 2 1] 1 1
3 1 1 1
16 8 -
9 (4 5 1] -1 -1
18 » 3 15
. 6 1)1 |1
A4
. e " 7 1111
. / bt 8 11111
7 9 110 1
10 0 1 1
11 1 0 1
12 0 -1 1
13 -1 0 -1
14 0 1 -1
15 1 0 -1
16 0| -1]-1
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17 -1]-1]0
18 11100
19 11170
20 11110
Figure (1) Twenty-node brick element.
K+ﬂG K—EG K—EG 0 0 0
3 3 3
K—EG K+EG K—EG 0 0 0
D=|k-26 k-2G6 K+26 o0 0 0
3 3 37 T e (14)
0 0 0 2G 0 0
0 0 0 0 2G 0
0 0 0 0 0 2G|
where:- K= Bulk modulus = — & L (15)
31-2v)
G=Shearmodulus= _ B ..., (16)
2L+v)

In all analyses considered in this paper, the material of the pile, which is concrete, is
assumed to follow the constitutive relation described by equation (14).

- Elasto-Plastic Analysis:- The relationship between increments of stress and increments
of strain for elasto-plastic materials is given by the following equation (Desai and
Siriwardane, 1984):-

o D o Yo (17)
where d¢' and d¢ are increments of effective stress and total strain (elastic and plastic),
respectively and (D*P) is the elasto-plastic constitutive matrix. In this study, the critical
state model is applied. Since this model requires an associative flow rule, where the plastic
potential surface is equal to the yield surface (Q=F), the following equation is derived (Al-

Damluji, 1981):-
T
o OF {GF} D®
oo’ | 0o’

{GF}T oF {GF}T . OF
- + D
oe? | 0o’ |oo’ oo’

do'=|D°® -
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- Modified Cam-Clay Model:- The Modified Cam-clay model addresses the much
particular dissatisfaction with the original Cam-Clay one. Its yield surface is an ellipse in
the meridional plane, shown in Figure (2), and is defined by the equation (Lewis and
Schrefler, 1987):-

12

F= I\q/l —2p'p;(gv")+ [ O T (19)

2
cs

in which Mg is the slope of the critical state line in the (p’, q) plot, p’c(sﬁ) is the

preconsolidation pressure to which the soil has previously been subjected to during its past
history. It represents the current semi-diameter of the ellipse in the p’-direction.

q ﬁ#
(El’,’) Critical state line
_— Strain hardening
P ceases

Strain softening 3

ceases

7/
\ i
NREERRRS I R R R,
RN 1 Region ™=

originally ™
elastic

(&, )p
_Pco

b -

Figure (2) Modified Cam-clay model in the space of two stress invariants g and p.
(after Lewis and Schrefler, 1987)

Clays surrounding piles in the problems solved in this paper are assumed to obey equations
(18) and (19). Al-Anbaki (2006) presented all the necessary extensions of the derivations
to cover three-dimensional behaviour.

PRESENTATION OF RESULTS:-

After checking the validity of the elastic and elasto-plastic consolidation schemes and the
ability of the developed computer program, which was given the name DARC3 (Al-
Anbaki, 2006), the present section will discuss the observation results for three field
problems documented in literature and compare them with the proposed algorithm output
predictions.

-Properties, Geometry and Boundary Conditions:- The pile material used through the
following three problems is concrete obeying a linear elastic constitutive relationship as
depicted by Equation 14. While for soil, the type of clay involved is modelled by an elasto-
plastic Modified Cam-clay constitutive relationship as presented by Equation 18. The soil
is assumed to be homogeneous and isotropic. The water table is assumed to be at ground
level. As the pile section is circular, the meshes used are for a quarter of a cylinder
medium. The boundary conditions for the problems are restrained from lateral movement
for all nodes while they are free in vertical movements except at the bottom of the mesh.
For pore water pressures, they are restrained only at the bottom of the mesh at the
circumference.

- Case Study Number One-Single Pile Analysis (After Desai, 1978):- This problem is
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analyzed according to the research presented by Desai (1978) in which a simulation of
driving a pile in a saturated clayey soil is proposed. A discussion of the consolidation
process in the soil mass due to changes in stresses and pore water pressures employing
dissipations during driving and after subsequent loadings is presented through a nonlinear
finite element solution.

- Mesh and Geometry:- Figure (3) shows the three-dimensional finite element mesh for a
quadrant of a single pile medium with a diameter of (0.4066m) and length of embedment
of (15.25m). The depth of the clay layer is (27.452m). It is assumed to extend in the x and
y directions about (3.352m) away from the centre of the pile. The total number of three
dimensional brick elements employed is (324) and the total number of nodes is (895).
Figure (4) shows the x-z plane of the problem while Figure (5) shows the x-y plane.

- Problem Properties:- The material properties adopted for this problem are presented in
Table (2).

- Loading:- The total uniformly distributed load (working load) applied vertically on the
top of the pile is (1700) kN/m? which is equal to (45%) of the ultimate bearing capacity of
the pile of (3800) kN/m?. The load is applied after (31.1) days from driving of the pile.
Through the results presented in this work, the load is assumed to be applied immediately
after the installation of the pile.

- Results:-
a. Load-Settlement Curve:-

The load-settlement comparison curves at the tip of the pile between the results obtained
from the Desai (1978) and these obtained through the current work are shown in Figure
(6). It can be seen from the figure that the curves seem to be similar in shape and the
difference ratio between the results at the end of loading stage is about (15%). Generally,
the load-settlement curve seems to be very close to the linear relation behaviour at the
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Figure (3) Three- Dimensional finite element mesh for a pile- soil
guadrant

5708




Number 3 Volume 16 September 2010 Journal of Engineering

initial stage. This may be attributed to the very small pile displacements due to small load
increments. As the loading level is increased, the curve tends to show a non-linear relation
with smaller slopes (higher settlement values).

b. Pore Water Pressure Dissipation:- Figure (7) shows the pore water pressure
dissipation behaviour around the pile at location surface A-A shown in Figure (4) for
different time steps. The distribution of the excess pore water pressure becomes uniform
after considerable time. This may be attributed to the concentration of stresses and strains
close to the pile tip. Figure (8) shows the pore water pressure dissipation obtained by Desai
(1978). It can be noticed that there is a similarity in the shapes of the pore water pressure
curves between these obtained from the current study and the ones concluded by Desali
(1978) for time steps greater than (31.1) days. The difference may be attributed to the load
which has been applied (31.1) days after installation by Desai (1978) while it is assumed to
be applied immediately in the current study.
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y

Figure (5) x-y plane for problem number one.
Table (1) Material properties for case study number one (from Desai, 1978).

I Soil Properties I

Property

Value

Undrained strength, c,

490 Ib/ft* (23.9 kN/m?)

Modulus of elasticity of the soil, Es;

44100 Ib/ft* (2150 kN/m?)

Poisson’'s ratio of the soil, vy

0.35

The adhesion factor, a

1.0

Normal consolidation line slope, A

0.17

Shear modulus, G

15200 Ib/ft? (725 kN/m?)

Pore water pressure parameter in the triaxial state of stress, A 1

Unit weight of the soil, v

110 Ib/ft® (17.5 kN/m®)

Permeability coefficient, k,=k,=k,

0.638x10"“ ft/day (20x10 ° m/day)

Pile Properties

Property

Value

Modulus of elasticity of the pile, Eje

4.32x10° Ib/ft? (21x10° kN/m?)

Poisson's ratio of the pile, vpiie

0.2

Unit weight of the pile, ypiie

150 Ib/ft® (24.0 kN/m®)

Interface Element Properties

Property

Value

Modulus of elasticity of the interface, Einterface

44100 Ib/ft® (2150 kN/m?)

Poisson's ratio of the interface, Vinterface

0.41

Unit weight of the interface, Yinterface

110 Ib/ft* (17.5 kN/m?)

Adhesion, c,

0.3 (kPa)

Wall friction angle, &

30°

In Figure (9), the pore water pressure dissipation is calculated at location surface B-
B shown in Figure (4). It is evident that values of the pore water pressures in section B-B
are not much different from those obtained at section A-A. This may be attributed to the
boundary conditions governing the problem and the small distance between the two
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sections.

c. Load Distribution Around The Pile:- Figure (10) shows the distribution of the load

around the pile and at the tip for different depths and for several values of the load applied

at the head of the pile.

- Case Study Number Two-Single Pile Analysis (After Ottaviani and Marchetti,

1977):- A three-dimensional finite element mesh is used similar to Ottaviani and
Marchetti's (1977) two-dimensional discretization. In that paper, results are compared
between field data and those obtained from the finite element analysis conducted on the

same problem. Analysis by the procedure proposed herein will be presented below.
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Figure (6) Load-settlement curve.
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Figure (8) Excess pore water pressures for section A-A (after Desai, 1978),
) (1kN/m*=0.04788LB/FT?). o
- Mesh and Geometry:- Figure (11) shows the three-dimensional finite element mesh for

the single pile in clay with a diameter of (0.6)m and length of embedment of (23.5)m. The
depth of the clay layer is (32)m. It is assumed to extend in the x and y directions about
(4.5)m. The total number of three-dimensional brick elements employed in the current
analysis is (1584) and the total number of nodes is (9993).
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Figure (10) Load distribution in the pile.

- Soil and Pile Properties:- The material properties for this problem are presented in
Table (2). Figure (12) shows the geotechnical properties of the soil at the location of the
pile. It should be noted that during this study, the soil is assumed to be a homogeneous
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layer of a clayey deposit and that the properties of the thin layers of sand and the silt are
neglected.

- Loading:- The total load applied vertically on the top of the pile is (3400) kN which is
the ultimate load applied onto the pile.

- Results:-

a. Load-Settlement Curve:- Figure (13) shows a comparison between the load-settlement
curve for the tip of the pile obtained from the current analysis and that predicted from
strain cells at site. It shows a good agreement between the developed algorithm and the

—— C
- q=3400kN
R(m)
0P8 4 3 3 4%
8523 9, 1173
2 1077
' “ 981
%, ? o7
s/l - 885
%f 10 853
’( 2 821
.\ j ] 789
l\ / / 14 757
|\ /{ 16}
:\ /{ 18
E\ %é 53 565
:\ . 2]
\ é N ——————
| / 1w
b / 284 12 53
ﬁ 7 50 32
w T 131315 17 1 21

%

measured results. The percentage of differences between the two curves is about (8%) at
ultimate load.

Figure (11) Finite element mesh for the single pile in clay after Ottaviani
and Marchetti, 1979.

b. Pore Water Pressure Dissipation:- Figure (14) shows the pore water pressure

5713




O. Al-Farouk
U.S. Al-Anbaki

Three-Dimensional Finite Element Analyses
of a Single Pile in an Elastoplastic Clayey Soil

dissipation at section C-C near the pile for different time steps. The curves seemed uniform
and this may be attributed to the concentration of stresses and strains near the pile.
c. Load Distribution Around the Pile:- Figure (15a-d) shows a comparison of the

distribution of the load around the pile between the observed and calculated at different
depths for several values applied at the head of the pile. As can be noticed, a good
agreement between the observed and the calculated bearing capacities is obtained for small

load values while there are some differences under high loads.

Table (2) Material properties for case study number two

(after Ottaviani and Marchetti, 1977).

I Soil Properties I

Property

Value

Undrained strength, c,

120 kN/m?

Modulus of elasticity of the soil, Eg;

1700 kN/m?

Poisson's ratio of the soil, v

0.35

The adhesion factor, a

1.0

Normal consolidation line slope, A

0.15

Unit weight of the soil, ysi

18.5 kN/m?®

Permeability coefficient, k,=k,

0.2x10" * m/day

Pile Properties

Property

Value

Modulus of elasticity of the pile, Eie

2.2x10" KN/m?

Poisson's ratio of the pile, vy

0.25

Unit weight of the pile, ypje

23.5 kN/m®

Interface Element Pro

perties

Property

Value

Modulus of elasticity of the interface, Einerface

2000 kN/m?

Poisson's ratio of the interface, Vinerface

0.45

Unit weight of the interface, Yinterface

18.5 kN/m?®

Adhesion, c,

92 (kPa)

Wall friction angle, &
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Figure (14) Pore water pressure dissipation.
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- Case Study Number Three-Single Pile Analysis (After Seed and Reese, 1955):- This
problem is analyzed according to the research conducted by H. Bolton Seed and Lymon C.
Reese (1955).

- Mesh and Geometry:- Figure (16) shows the three-dimensional finite element mesh for
a single pile in clay with a diameter of (0.1524 m) and length of embedment of (22m).

- Soil and Pile Properties:- The material properties for this problem are presented in
Table (3).

- Loading:- The total load applied vertically at the top of the pile is (8000) kN which is the
ultimate applied load onto the pile.

- Results:-

a. Load-Settlement Curve:- Figure (17) shows a comparison among the load-settlement
curve for the tip of the pile obtained from the present study and those predicted from the
strain cells at site in addition to the finite element analysis results presented by the authors.
A good agreement shows among these curves. The difference ratio between the curve
obtained from the current finite element analysis and the observed values at end of loading
is about (25%).
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Figure (15) Load distribution in the pile.

b. Pore Water Pressure Dissipation:- Figure (18) shows the pore water pressure
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=

dissipation at section C-C near the pile for different time steps. The study conducted by
Seed and Reese did not include pore water pressure measurements.

c. Load Distribution Around The Pile:- Figure (19) shows the distribution of the load in
the pile at different depths for several values of the load applied at the head of the pile. The
load-distribution curves for the pile showed that most of the load was removed from the
pile by shaft resistance while only approximately 10% of the load reached the pile tip. The
increased rate of load transfer was exhibited by soil strata at all depths. The load-
distribution curves for all loadings showed a general increase in the rate of load transfer
with depth with no load being removed by the soil near the ground surface.

CONCLUSIONS:-

The following conclusions can be drawn herein with regard to the results obtained for the
analysis of a single pile in elastoplastic clayey soils in three dimensions:

1. For the single pile driven in clay analyzed by Desai (1978), when applying the developed
algorithm based on ACED3 program herein, the following results have been obtained:-
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Figure (16) Finite element mesh for the single pile in clay after Seed and
Reese, 1955.
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i. For displacements at the tip of the pile, the maximum difference obtained at the end of
loading is about 15%.
ii. For pore water pressure at a plane adjacent to and slightly away from the pile, the shapes of

the dissipation curves of the pore water pressure isochrones were found similar to those
obtained by Desai (1978).

2. A single pile driven in a clayey soil was analyzed by Ottaviani and Marchetti (1977).
When applying the developed algorithm onto the problem, the following conclusions are
reached:-

i. For displacements at the tip of the pile, the maximum difference obtained at the end of
loading is about 8%.

Ii. For pore water pressure at a plane adjacent to and slightly away from the pile, the trend of
the dissipation of the pore water pressure is found comprehensible.

Soil Properties

Property Value
Undrained strength, ¢, 490 Ib/ft? (23.5 kN/m?)
Modulus of elasticity of the soil, Eq; 44100 Ib/ft? (2110 kN/m?)

Poisson's ratio of the soil, v 0.35

The adhesion factor, a 1.0

Normal consolidation line slope, A 0.2

Shear modulus, G 15200 Ib/ft? (725 kN/m?)

Unit weight of the soil, yei 110 Ib/ft? (17.0 kN/m®)

Permeability coefficient, kn=k, 0.638x10"“ ft/day (0.2x10 *m/day)

Pile Properties

Property Value
Modulus of elasticity of the pile, Eqe 4.32x10° Ib/ft? (2.1x10" kN/m?)

Poisson's ratio of the pile, vyl 0.25

Unit weight of the pile, yyite 150 Ib/ft* (23.5 kN/m?)

Interface Element Properties

Property Value

Modulus of elasticity of the interface, Einterface 44100 Ib/ft* (2110 kN/m?)

Poisson’'s ratio of the interface, Vinterface 0.45

Unit weight of the interface, Yinerface 110 Ib/ft® (17.0 kN/m?)
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I Adhesion, ¢, 0.3 (kPa) I

Wall friction angle, & 30°

Table (3) Material properties for case study number three
(after Seed and Reese, 1955).

iii. The bearing resistance along the pile shaft and at the tip, and for different loading steps is
found to be similar to those obtained by Ottaviani and Marchetti (1977).

3. Finally, a problem of a prototype pile in a clay soil tested by Seed and Reese (1955) is
considered. When the same pile is analyzed by the algorithm developed in this research,
namely ACED3, the following conclusions are reached:-

i. For displacements at the tip of the pile, the maximum difference at the end of loading is
about 25%.

ii. For pore water pressure at a plane adjacent to and slightly away from the pile, the trend
of the dissipation of the pore water pressure is found to be in line with respect to similar
patterns of geometry, boundary and loading conditions.

Iii. The bearing resistance along the pile shaft and at the tip, and for different loading steps, is
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Figure (17) Load-settlement curve.
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Figure (18) Pore water pressure dissipation.
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o : time integration constant.
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a: adhesion factor.

Yinterface - UNit weight of the interface.

Ypite: UNit weight of the pile.

Ysoil: UNit weight of the soil.

Aty: length of the k-th time step.

6 : Wall friction angle.

de: small changes in strain.

dc': small changes in effective stress.

OA: a positive scalar factor of proportionality dependent on the state of stress and loading
history.

{8,}: vector of nodal displacements of node (i).

A: normal consolidation line slope.

&, , nand ¢ are the finite element local coordinates as defined by Figure (1).
v: Poisson’s ratio.

Vinterface - P0ISSON'S ratio of the interface.

Vpile: Poisson's ratio of the pile,

Vqoil: Poisson's ratio of the soil.

On, O, Onn: NOrmal stress.

o'mo: isotropic effective stress.

o'y, Gy, 0'7: effective stresses in the X, y and z directions, respectively.
oy, Oy, 07 total stress increments in x, y ,z directions, respectively.
o1, 02, 03. principal stresses acting on right angles to each other.
Q: total domain of the continuum.

[B]: strain-nodal displacement matrix (transformation matrix).

B: bulk modulus

C: creep function.

Ca : Adhesion.

Cy : Undrained strength.

[D]: stress-strain (constitutive) matrix.

dQ: domain of the integration.

de: total strain of the skeleton.

Einterface: Modulus of elasticity of the interface.

Epile: Modulus of elasticity of the pile.

Esoii: Modulus of elasticity of the soil.

de,: creep strain.

de,: overall volumetric strains caused by uniform compression of the particles by the
pressure of the pore fluid.

df : change in external force due to boundary and body force loadings.

df: load vector equivalent to the body force, surface traction and autogenous strain,
respectively.

E: modulus of elasticity of soil skeleton.

f: yield criterion.

f : load vector equivalent to fluid flow of source elements, creep function and gravity load,
respectively.

{F}: vector of nodal forces,
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G: shear modulus.

H: spatial flow (or seepage) matrix applied in three dimension form.

[31, [3]°: Jacobian matrix in Cartesian coordinates.

K: Bulk modulus.

Ko: earth pressure coefficient at rest.

[K] : stiffness matrix.

kn ky: horizontal and vertical permeability coefficients, respectively.

L: coupling matrix representing the influence of pore pressure in force equilibrium.
m: number of nodes per element.

Mgs - the slope of the critical state line.

{N,}= interpolation function of nodal point (i).

P : pore pressures.

p: pore water pressure.

p’: mean effective stress.

p'c(s‘j) is the preconsolidation pressure to which the soil has previously been subjected to
during its past history. The superscript p for volumetric strain is for plastic.
qg: deviatoric stress.

S: compressibility matrix.

t: time of consolidation.

u: displacement vector.

0: displacements.

iX i }: vector of coordinates of nodal point (i).

the superscript (' ) represents the transpose of the matrix.
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ABSTRACT

This work presents the simulation of a Parallel Concatenation Convolution Coding PCCC with
Multi-Carrier Code Division Multiple Access (MC-CDMA) system over multipath fading channels
with a comparison with the uncoded data and that uses Serial Concatenated Convolutional Coding
SCCC. The decoding technique used in the simulation was iterative decoding since it gives
maximum efficiency with six iteration. Modulation schemes that used are Phase Shift Keying
(BPSK, QPSK and 16 PSK), along with the Orthogonal Frequency Division Multiplexing (OFDM).
The channel models used are as specified in the Third Generation Partnership Project (3GPP)
Technical Specification TS 25.101v2.10 with a channel bandwidth of 5 MHz.

It was noticed that there is an improvement in the performance of the use of the PCCC data over the
SCCC and uncoded data of SNR by many dBs as summarized in table [2] but with 8 and 16 PSK
modulation schemes with the multipath fading channel a convergence of the BER to 10 cannot be
obtained and it remains fluctuating around BER of 1072,

INTRODUCTION

Future wireless systems such as fourth generation (4G) cellular will need flexibility to provide
subscribers with a variety of services such as voice, data, images, and video. Meanwhile,
multicarrier CDMA (MC-CDMA) has emerged as a powerful alternative to conventional direct
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sequence CDMA (DS-CDMA) in mobile wireless communications [1, 2], that has been shown to
have superior performance to single carrier CDMA in multipath fading. The attractive features
derived from the CDMA-OFDM combination makes MC-CDMA a firm candidate for the next
generation of wireless system [3, 4]. Since 1993, MC-CDMA rapidly has become a topic of
research. Wireless mobile communication systems present several design challenges resulting from
the mobility of users throughout the system and the time-varying channel (Multi-path fading). There
has been an increasing demand for efficient and reliable digital communication systems. To tackle
these problems effectively, an efficient design of forward error coding (FEC) scheme is required for
providing high coding gain. To obtain high coding gains with moderate decoding complexity,
concatenation of codes with iterative decoding algorithms has proved to be an attractive scheme.

In iterative decoding, instead of extracting all information from the received symbols and the
knowledge about the code in a single run, it is done during several iterations with successively
better reliability of the result. On the contrary, iterative decoders only extract little new information
during every iteration which is added to the previously extracted information.

MC-CDMA SYSTEM DESCRIPTION

The generation of an MC-CDMA signal can be described as shown in Figures 1 and 2, a single data
symbol is replicated into N parallel copies. Each branch of the parallel stream is multiplied by one
chip of a spreading code of length N [5]. The resulting chips are then fed to a bank of orthogonal
subcarriers. As is commonly done in MC-CDMA, it is assumed that the spreading sequence length
N equals the number of subcarriers. However, this scheme can be generalized to the case where the
number of carriers is a multiple of the spreading sequence length allowing in this way the
simultaneous transmission of several symbols from the same user. Carrier modulation is efficiently
implemented using the inverse fast Fourier transform (IFFT) [3].

After parallel-to-serial (P/S) conversion, a cyclic prefix (CP) is appended to the resulting signal to
minimize the effects of the channel dispersion. It is assumed that the CP length exceeds the
maximum channel delay spread and therefore, there is no interference among successively
transmitted symbols (i.e. there is no interblock interference).

The transmitted signal corresponding to the k™ data bit of the m™ user (am[K]) is given by [5]

S, :ficm[i]am [k]cos(24f .t + 27 Tit) Py, (t—KT,) [1]
cnlile {11}

where ¢m[0], ¢m[1], .. , cm[N-1] represents the spreading code of the m™ user and pr(t) is defined to
be an unit amplitude pulse that is non-zero in the interval of [0, Tb]. The input data symbols, an[K],
are assumed to takes on values of -1 and 1 with equal probability.

At the receiver side, opposite operation to that done at the transmitter are done. These operations are
the OFDM demodulation, dispreading, MPSK demodulation, demapping and the PCCC decoding.

Parallel and Serial Concatenated Convolutional (PCCC and SCCC) Encoding

The convolutional turbo coder consists of a parallel concatenation of recursive systematic
convolutional RSC encoders separated by a pseudo-random interleaver [6]. The main aim of RSC is
to produce more high weight codes even though input contains more number of zeros [7]. The
stream of input bits is fed to the first encoder without any modification and is randomly interleaved
for the second encoder. A natural rate for such a code is 1/3 (one systematic bit and two parity bits
for one data bit). The rate can be relatively easy increased by puncturing the parity bits but reducing
the rate below 1/3 is more difficult and may involve repetition of some bits [6]. The structure of
such a parallel concatenated convolutional code (PCCC) is shown in Figure (3).

One important feature of turbo codes is the iterative decoding which uses a soft-in/soft-out (SISO)
like MAP (Maximum A Posteriori) decoding algorithm which was first applied to convolution
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codes by Bahl Cocke, Jelink and Raviv also known as (BCJR) algorithm [8]. In iterative decoding,
there are two SISO decoders where the extrinsic information obtained from decoding process is
exchanged between them [6]. MAP algorithm gives optimal estimate of information symbols given
the received data sequence. In MAP decoding scheme the fact that it gives the maximum MAP
estimate of each individual information bit is crucial in allowing the iterative decoding procedure to
converge at very low SNR's although soft output Viterbie algorithm SOVA can also be used to
decode turbo codes but a significant improvements can be obtained with MAP algorithm. This
algorithm requires a forward and backward recursion and is therefore suitable for block oriented
processing since turbo code is a block oriented process this algorithm. The MAP algorithm
calculates the posterior probability (APP) of each state transition massage bit. The log-MAP
algorithm is the most complex of the algorithms used when implemented in software, but generally
offers the best bit error rate (BER) performance. The max-log-APP decoding scheme is an
approximation of the log-APP decoding and is widely used in practice because of its reduced
computational complexity [8].

The Max-Log-MAP (MLMAP) algorithm is a good compromise between performance and
complexity [9]. It is very simple and, with the correction operation, also very effective [10].
Compared to the MAP/Log-MAP algorithm no SNR-information is necessary and the critical path
within the add-compare-select (ACS) unit is shorter because of the maximum operation without the
correction term [11]. The performance is better than the standard SOVA algorithm and reaches
nearly the optimal performance results of the MAP/Log-MAP algorithm.

The decoding is done for each inner code vector. The decoded bits are then decoded again
according to the outer code used [12]. It consists of two soft input soft output SISO [14] modules
connected in a ring.

The Turbo decoding process is done in an iterative manner. SISO decoding of the convolutional
subcodes is done with the use of a-priori information of previous decoding steps. Here only relevant
formulas of the used Max-Log-APP MLMAP algorithm are given.

Like other methods max-log-APP algorithm calculates approximate log-likelihood ratios LLR's for
each input sample as an estimate of which possible information bit was transmitted at each sample
time[10].They are calculated according to[10,11]

i+1

L= max[A"+D}"+B%™]

- max[A"+D;" +B{;"] [2]

where i is the sample time index, m €{0, ..., Ns-1} is the present state, N is the number of encoder
states, f(d, m) is the next state given present state m and input bit d € {0,1}, A" is the forward state

metric for state m at time i, B;"is the reverse or backward state metric for state m at time i, and

D{"™is the branch metric at time i given present state m and input bit d€{0,1}. The forward state

metrics are calculated starting at the first sample received in the block and moving forward in time
to the last sample received. The reverse state metrics are calculated starting at the last sample
received and moving backward in time to the first sample received. More formally, the state and
branch metrics are given by

AP e AT 4 DL, AR 4 D1 3
B —mex D1 4B/, DI+ 8] 2
DY = (xdl'+yc”") 5]
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where b(d,m) is the previous state given present state m and previous input bit d€{0,1}, x; is the i
systematic sample, v; is the i parity sample, d is a systematic bit, c*™ is the corresponding coded

bit given state m and bit d, d*™ =1-2d , and ¢*™ =1—2c®™. The state metrics provide a measure

of the probability that state m is the correct one at time i, while the branch metrics are a measure of
the probability that each possible combination of encoder outputs is the correct one given the
channel outputs x; and ;.

Note that in contrast to the true-APP or log-APP algorithms, no estimate of the channel signal-to-
noise ratio (SNR) is required. It is apparent that metric combining involves adding up all of the
metrics associated with a given branch in the trellis, with each sum being an input to one of the
max[.] operations in (2).

The calculations in (3) and (4) are exactly the Viterbi algorithm without history and will therefore
find the same winning path through the decoding trellis given the same inputs and initial conditions.
The max-log-APP algorithm is sub-optimum due to the approximations involved. However, most of
the performance loss associated with this suboptimality can be recovered by applying a simple scale
1 _ onstituent decoder. The so-called extrinsic information may

! LZ:; =sf - (EEM.-‘ - f,) [6]

where ne{1,2} denotes one of the constituent decoders, L, . represents the set of LLRs produced

out

by the max-log-MAP decoder, L represents the set of input LLRs, and sf is an appropriate scale
factor. Corrected LLRs are then calculated according to

L'c?r::rr: ‘ﬂ;l + [g:c [7]

These corrected LLRs are the systematic input to the next constituent decoder, while the extrinsic
information L, is fed back to be subtracted off on the next iteration. It has been found that setting
sf = 5/8 = 0.625 typically yields performance within 0.1 dB to 0.2 dB of a true-APP decoder given

the same number of iterations. At the same time, using this method vastly reduces the amount of
computation required.

While in SCCC, only the inner code must be recursive systematic convolutional RSC. The
information bits are encoded by the outer encoder and the resulting code bits are interleaved by the
bit wise random interleaver and become the information bits of the inner encoder. The outer code
with a rateR_ = k/pand the inner code with rateR, = p/n joined by an interleaver of length N bits,
generating an SCCC with rateR_ = k/n. Note that N must be an integer multiple of p [14]. For more

details about the SCCC decoding refer to [15].

SIMULATION RESULTS

The proposed system is illustrated in Figure [5]. A 20 Mbps was transmitted over the system. Since
the channel for the 4™ generation is not developed vet, therefore, the 3.5 G channel specifications
was used in the simulation process. These channels are AWGN and frequency selective fading
channels. The modulation schemes are the MPSK with M=2, 4 and 16. The simulation was
performed using Matlab program version R2008b.
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First, a simulation of MC-CDMA system that utilized the parallel concatenated coded data PCCC
was achieved with AWGN channel and for multipath fading channel. First, the input binary data
generated at the transmitter side is encoded with the parallel concatenated convolutional coder with
both the upper and lower coder of a generator polynomial of [1 0 1 1; 1 1 0 1] ) polynomial
generators and a constraint length of (4). With the MAP decoding algorithm which is an iterative
decoding algorithm. The performance of the concatenated convolutional code system depends upon
the number of iteration of the decoder.

The same work was repeated with the serially concatenated convolutional code with the outer coder
of a generator polynomial in octal of (3, [7 5], 7) while the inner one hasa ([33],[705;076], [7
7]) generator polynomial. The random interleaver length was 1024 in both cases.

Table [1] summaries the system specifications for the AWGN and frequency selective fading

channels [16] while figure (6) shows the flow chart of the proposed system.

The performance characteristics of the proposed system shown in figures (7, 8, 9 and 10) for binary,
4, 8 and 16 PSK modulation techniques respectively. The figures also contain comparison of the
system with the PCCC data with that uses serially concatenated code and uncoded data.

Table 1-Simulation parameters for the AWGN channel

Available bandwidth 5 MHz
FFT sampling rate 5 MHz
Spreading code Hadamard Walsh
Spreading factor 32
FFT size 512
Subcarrier spacing 2.4414 kHz
Effective symbol duration 409.6 us
Guard time duration 102.4 us
MC-CDMA symbol duration 128 ps
Modulation technique BPSK, QPSK, 8PSK & 16PSK
No. of iterations 6

Figures (11, 12 and 13) show a comparison of the BER versus symbol signal power to the noise
power) Es¢/N, for MC-CDMA system with PCCC, SCCC and uncoded data with multipath fading
channel and 2,4,and 8 PSK modulation techniques respectively.

Table [2] summarizes the obtained results as a comparison of SNR in dB for the selected channels;
AWGN channel, Multipath fading channel for modulation techniques of BPSK, 4 PSK and 16 PSK
with uncoded, serially concatenated convolutional coded (SCCC) data and parallel concatenated
convolutional coded (PCCC) data.
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Table [2]: A comparison of SNR in dB for Uncoded, SCCC and PCCC data for BER of 10™*

MPSK | SNR/dB for AWGN channel SNR/dB for multipath fading
channel
Uncoded SCCC PCCC Uncoded SCCC PCCC
2PSK |21 16.5 12 24 15 8
4PSK |25 18.1 16 28 21.5 11.2
8PSK |29 23 17 - - -
16 PSK | 34 27 22.5 - - -
CONCLUSION:

The use of the parallel concatenated convolutional coded (PCCC) technique in conjunction with the
MC-CDMA system improved the performance of the system over that which uses the uncoded or
serially concatenated convolutional coded (SCCC) data. It can be noticed that there is an
improvement in the results of the use of the PCCC data over the others as summarized in table 3.

It can be noticed that with 8 and 16 PSK modulation schemes with the multipath fading channel a
convergence of the BER to 10 cannot be obtained and it remains fluctuating around BER of 1072
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VOLTAGE STABILITY ENHANCEMENT AND LOSS
REDUCTION VIA OPTIMUM LOCATION OF A SERIES
CAPACITOR

Dr. Firas Mohammed Tuaimah
Electrical Engineering Department
University of Baghdad

ABSTRACT

Series compensation is frequently found on long transmission lines used to improve voltage
stability. Due to the long transmission lines, voltage begins to decay as the line moves further from
the source. Series compensation devices placed strategically on the line to increase the voltage
profile of the line to levels near 1.0 p.u.. This paper presents a novel optimum location and optimum
percentage compensation value of a series capacitor as a compensation method to enhance the
voltage stability and loss reduction. The proposed method is applied to a 11-bus power system.

The load flow analysis using Newton-Raphson approach for the 11-bus test system was

designed and tested using MATLAB 7 programming language.
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INTRODUCTION

When exist the need to transmit large amount of electric power over transmission lines, it is
necessary to consider a group of factors that limit the electrical energy transmission capacity. Some
of these factors are: the voltage drop, the stability problem, the thermal effect on the conductors,
etc. The constraints imposed by these factors may be overcome by means the construction of new
transmission lines or by a transmission upgrade. These alternatives are commonly very expensive,
especially in the case of long transmission lines. A more economic alternative in these cases is the
series compensation.

Transmission line compensation implies a modification in the electric characteristic of the
transmission line with the objective of increase power transfer capability. In the case of series
compensation, the objective is to cancel part of the reactance of the line by means of series
capacitors. The result is an enhanced system stability, which is evidenced with an increased power
transfer capability of the line, a reduction in the transmission angle at a given level of power
transfer and an increased virtual natural load.

Series compensation has been in use since the early part of the 20th century. The first series
capacitor for EHV power transmission application was installed in a 245 kV line back in 1951 in
Sweden [1, 2].

M. Ghandhari et.al. [3] have been proved that a controllable series capacitor with a suitable
control scheme can improve transient stability and help to damp electromechanical oscillations in a
multi-machine power system based on Lyapunov theory.

Mauricio Aredes et.al. [4]discusses the possibility of using FACTS devices like small series
compensation to control large quantities of active power transmitted by half-wave length
transmission lines, which proves to be efficient, simple and robust.

Belkacem Mahdad et.al. [5] describes a simple approach based on logic concept. Fuzzy
logic approach is described, which achieves a logical and feasible economic cost of operation
without the need of exact mathematical formulation.

K. Narasimha Rao et.al. [6] presents the aspects of enhancement of ATC limited by the
voltage with and without contingency by simple and efficient models of FACTS devices. The
effectiveness of the proposed methods is demonstrated on IEEE-14 bus and IEEE-30 bus system
and the results are compared.

Héctor J. Altuve et.al. [7] presents modern solutions to improve directional, distance, and
differential element operation on series-compensated lines.

J. Miguel Gonz"alez et.al. [8] present a Complete stability analyses, including voltage, small
perturbation and transient stability studies, and the associated models and controls of a Series
Vectorial Compensator (SVeC).

SERIES CAPACITORS (SC)

A series capacitor is not just a capacitor in series with the line. For proper functioning, series
compensation requires control, protection and supervision facilities to enable it to perform as an
integrated part of a power system. Also, since the series capacitor is working at the same voltage
level as the rest of the system, it needs to be fully insulated to ground.

The main circuit diagram of a series capacitor is shown in Fig.1. The main protective device
is a varistor, usually of Z,0 type, limiting the voltage across the capacitor to safe values in
conjunction with system faults giving rise to large short circuit currents flowing through the line.

A spark gap is utilized in many cases, to enable by-pass of the series capacitor in situations
where the varistor is not sufficient to absorb the excess current during a fault sequence. There are
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various bypass solutions available today like spark gap, high power plasma switch, power electronic
device, etc. [9]

Finally, a circuit breaker is incorporated in the scheme to enable bypassing of the series
capacitor for more extended periods of time as need may be. It is also needed for extinguishing the
spark gap, or, in the absence of a spark gap, for by-passing the varistor in conjunction with faults
close to the series capacitor (so-called internal faults).

_Lﬁ C  Capacitor

7 Z Metal oxide

3D D  Discharge damping
' G Forced triggered spark
o B  By-pass
L]

Fig.1 Main Configuration of a Series Capacitor

Series capacitors may be installed at one or both line ends. Line ends are typical capacitor
locations, because it is generally possible to use space available in the substation. In turn, this
reduces installation cost. Another possibility is to install the series capacitors at some central
location on the line. Series capacitors located at the line ends create more complex protection
problems than those installed at the center of the line. The principal applications of series
compensations are [9]:

Improves voltage regulation

Increase power transmission capability.
Improve system stability.

Reduce system losses.

Optimize power flow between parallel lines.

DEGREE OF SERIES COMPENSATION

The degree of series compensation is defined as the relation between the capacitive reactance of the
series capacitor and the inductive reactance of the transmission line.

X
Degree of Compensation = X—C x100% (1)
L

Theoretically, the degree of compensation could be 100%, however this degree of
compensation may produce large currents flows in the presence of small disturbances or faults. The
circuit would also series resonant at the fundamental frequency, and it would be difficult to control
transient voltages and currents during the disturbance. In the other hand a high level of
compensation highlight the problems in protective relays and in the voltage profile during fault
conditions. A practical limitation of compensation is between 25-75%. [2]

Decreasing line reactance increases maximum active power demand, which in turn enhances
the voltages at the busses as shown in Fig.2.

5738



F. M.Tuaimah Voltage Stability Enhancement and Loss Reduction
via Optimum location of a Series Capacitor

Fig.2 Series capacitor effect on voltage

Dynamically, the power transter between two Interconnected systems, as shown in Fig. 3, is
defined by:

V.V, .
P:%sm&, 0=0,-0, 2)
) V,< 35, v,

& <
I YT TY Y I
I ‘XrL I

Fig.3 Equivalent network configuration for two interconnected systems

PROPOSED METHOD

The proposed method is to obtain optimal location and amount of series compensation
which is used to reduce the total reactance of the transmission line, which is often the main reason
for their application. This improves power system stability, reduces reactive power losses and
improves voltage regulation of the transmission line. The power system is modeled using
MATLAB 7 programming language and comprised of the following steps:

(i) Input all possible data of the 11-bus test system shown in Fig.4, from the line resistances,
reactance’s, line charging reactance's, bus voltages, active power, reactive power, angles etc.
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Fig.4 IEEE-11 bus test system

(ii) Perform load flow calculation using Newtom-Raphson method without using the series
capacitor, then obtaining the buses voltages.

(iii)Perform load flow calculation using Newtom-Raphson method with the use of the series
capacitor at each line of the system. The power flow along the transmission line is directly
proportional to the difference of the phase angle and inversely proportional to the magnitude
of the reactance. This concept can be demonstrated by using simple two bus lossless system
as shown in Fig.5. The degree of compensation is chosen in this paper from 10% to 70% in
suitable steps and then obtaining the new bus voltages. If the line is 100% compensated, it
will behave as a purely resistive element and would cause series resonance even at
fundamental frequency

V. xS, VxS,

Fig.5 Equivalent system with series compensation

and hence power transferred across the transmission line is increased to:

PZ%SM&‘ (3)

L C

(iv)For each compensation recalculate the active power loss and reactive power loss according
to the

n 2
Reactive —Loss =) _[1(i)| X (i) @)

i=1
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N 2
Active — Loss = [1(i)| R(i) (5)
i=1

SIMULATION RESULTS

The following steps where performed:
e The 11-buses voltages before inserting any capacitor as a compensator in any line will be as
shown in Fig.6, in which the maximum value is 1.0702 and the minimum value is 1.0252.

1.08

1.07 mfmz———
1066
1.06 A& 1.0625 / \

1.0593
Asu\

—~ 1.05
3 \V4 \
2| 104 | \4394 1.042
) \ 1.0302
2| 103
= 10252
o 1.02
>
1.01

Busl Bus2 Bus3 Bus4 Bus5 Bus6 Bus7 Bus8 Bus9 Busl0 Busll

Fig.6 The 11-buses voltages before inserting a series capacitor

e A series capacitor will be inserted in the lines 1-2, 2-3, 2-5, 2-6, 3-4, 3-6, 4-9, 4-6, 4-10, 5-7,
6-8, 7-8, 7-11 and 8-9. In This paper the value of the inserted capacitor will be chosen as
10%, 30%, 50% and 70% of each line reactance.

e The proposed steps of a series capacitor will be applied on all the given lines. Next figures
will show the busses voltages for each capacitor value.
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Fig.7 The effect of inserting series capacitor between bus 1 and 2 on buses voltages
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Fig.8 The effect of inserting series capacitor between bus 2 and 3 on buses voltages
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Fig.9 The effect of inserting series capacitor between bus 2 and 5 on buses voltages
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Fig.10 The effect of inserting series capg%gr between bus 2 and 6 on buses voltages
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Fig.11 The effect of inserting series capacitor between bus 3 and 4 on buses voltages
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Fig.12 The effect of inserting series capacitor between bus 3 and 6 on buses voltages
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Fig.13 The effect of inserting series capacitor between bus 4 and 6 on buses voltages
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Fig.14 The effect of inserting series capacitor between bus 4 and 9 on buses voltages
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Fig.15 The effect of inserting series capacitor between bus 4 and 10 on buses voltages
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Fig.16 The effect of inserting series capacitor between bus 5 and 7 on buses voltages
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Fig.17 The effect of inserting series capacitor between bus 6 and 8 on buses voltages
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Fig.18 The effect of inserting series capacitor between bus 7 and 8 on buses voltages
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Fig.19 The effect of inserting series capacitor between bus 7 and 11 on buses voltages
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Fig.20 The effect of inserting series capacitor between bus 8 and 9 on buses voltages
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The reactive power losses and active power losses according to eg. (4) and eq. (5) can be
given as shown in Fig.21 and Fig.22 respectively for 70% compensation.
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Fig.21 The reactive power losses at each line depending on 70% compensation
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Fig.22 The active power losses at each line depending on 70% compensation

CONCLUSIONS

It is obvious shown from Fig.7 to Fig.20 that the 70% compensation give best results for the
large number of these cases. Fig.23 gives all the buses voltages cases for 70%
compensation.
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Fig.23 The 70% compensation buses voltages for all 11-bus system lines

From Fig.23, when inserting the 70% capacitor, the best results for buses voltages exist at
the lines 1-2, 2-3 and 2-6.

One of the important results of a series capacitor application is the reduction of the reactive
power losses in the system especially in the compensated line, as shown in Fig.21. Whereas
there is no affective change with the active power loss, as shown in Fig.22.

The busses voltages for the three pre mentioned cases (XC at Line 1-2, XC at Line 2-3, XC
at Line 2-6), with the case of no XC and for 70% compensation can be drawn as in Fig.24.
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Fig.24 70% compensation for Line 1-2, Line 2-3 and 2-6

e There is no change or slight change in busses voltages when inserting a capacitor, like line
2-5, 3-6, 4-10, 6-8, 7-11 and 8-9.

e To get the optimum insertion of capacitor for the three lines (1-2, 2-3 and 2-6) the mean
value of the busses voltages, which is the sum of all busses voltages over the number of
busses, can be used as a criteria, as well as the minimum reactive power losses, as given in
Table 1.

Table 1 Comparison for mean voltage value and reactive power loss for each line

Line Mean Voltage Value Reactive Power Losses
Without XC 1.0490 0.0472
XC at Line 1-2 1.0428 0.0436
XC at Line 2-3 1.0440 0.0440
XC at Line 2-6 1.0426 0.0437

e It is clearly shown from Table 1 that inserting a capacitor as a compensator in 11-bus test
system, gives the optimum results for voltage enhancement and reactive power reduction, if
the insertion was at Line 1-2 or Line 2-6.
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ABSTRACT

This investigation presents an extensive experimental study on the behaviour and strength
of reinforced concrete T-beams before and after strengthening by using reinforced concrete
jacket. Four full scale beams were first loaded to certain levels of ultimate capacity (0, 60%,
77%, 100% of failure load). Then, after formation of cracks or failure, they were repaired by
reinforced concrete jacketing method and tested again up to failure.

The main objective of this study is to restore the full ultimate capacity beams failed by
flexure and to strengthen the cracked beam. Also, it is aimed to investigate the effect of
loadig condition on beam before repair on the ultimate capacity after repair. Extensive
measurements of deformations, cracking and strength were made before and after repair
throughout all stages of loading.

Test results showed that the repairing by reinforced jacketing can effectively restore more
than 150% of the full flexural capacity of the original beam. Also reinforced jacket can
effectively increase the ultimate capacity of cracked T-beam after repair up to 250%.
Furthermore, the use of reinforced jacket for the cracked or failed beams is greatly improved
serviceability, deformation behaviour, cracking behaviour as well as ductility of T- beams
compared to those of the original beams.The ultimate flexural strength of T-beams failed by
flexure and repaired by reinforced concrete jacket can accurately be predicted using
conventional ultimate strength method of reinforced concrete .

KEYWORD: cracks,flexure, jacketing, reinforced concrete, repair, strengthening, T-
beam.
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-INTRODUCTION

In recent years, the repair of existing structures is rapidly emerging as new sector in
structural engineering. Sometimes, repair of deteriorated concrete structures (strengthening,
rehabilitation and retrofitting) becomes more economical than building new one, if by
repairing a safe and serviceable structure can be achieved. The success of a rpair or
rehabilitaion projet will depend upon the degree to which the work is excuted in conformance
with plans and specifications.

Due to the importance of the problem, many international conference are currently been
held (7th International Conference,2001) to investigate the problems and to suggest the
solutions involving the repair of damage structures or unserviceable structures.Guidance
manuals are also presnted for evaluation and repair of concrete structures (U.S.Army Corps
of Eng.,2002). In fact, the repair involves many uncertain factors, which has not yet been
fully investigated.

One of the main problem related to repair is the bond between the surface of the damaged
concrete and the material of repair. The short-term properties (shrinkage and creep) of both
the damage concrete and the material of repair would significantly affect the performance of
the structure after repair.It is important that the design engineer reponsible for the
investigation of the distress and selection of repair materials and construction techniques.
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In certain cases, reinforced concrete structures may require to increase its own ultimate
capacity by strengthening some main structural members like beams and
columns.Strengthening may also used to stop the deterioration of the structures by repairing
the harmful cracks and preventing the excessive deflection.

The reduction in the strength of reinforced concrete members can be resulted from different
reasons. These may be due to natural disasters (earthquake), wars, successive deflection,
cracking due to misuse of the structures and corrosion of steel reinforcement, especially, at
offshore structures.... etc.

Repair and strengthening of reinforced concrete beam is commonly carried out by
“Jacketing” . Jacketing is casting new reinforced concrete shell around the damage member.
There are several methods and materials for concrete repair [ Emmons,1993].

The concrete used in the jacket may be pre-replaced aggregate concrete with compressive
strength higher than that for the old concrete. The bond strength between the new concrete
and the old concrete can be assessed by slant shear tests [Ersoy,1993].

In other cases of repairing of damaged beam, additional steel is required. Full anchorage of
the additional steel is necessary and should be located at the region of minimum flexural
stresses. Anchorage of the additional links at the top of the beam is also necessary. However,,
jacketing may be one of[Johnson,1965] more reliable method of strengthening than
externally bonded plate, but, it would increase the size of the original beam. On the other
hand, externally bonded plate method, may be easier than jacketing method.

Very few research works have been done on experimental behaviour of jacketed reinforced
concrete beams. Cheong and MacAlevey, [2000] carried static and dynamic load tests to
failure on 61 slant shear prisms and 13 jacketed reinforced concrete T-beams. The concrete
used in the jacket was replaced aggregate concrete. The strength of the bond between
preplaced aggregate concrete and plain concrete was assessed by slant shear tests and a
Mohr-coulomb type failure envelope was derived. Static failure of the beam specimens was
related to this failure envelope. Test results showed the importance of adequate
reinforcement detailing on the beam strength (i.e. that full anchorage of the additional steel at
simple supports and points of counter flexure and anchorage of the additional links at the top
of the beam was necessary).However, they concluded that good reinforcement detailing in
beams was fully contributing to the strength of the jacketed beams. Furthermore, moderate
dynamic loading of jacketed beam does not seem to result in significant reduction in the load
capacity.

Cracks can form in reinforced concrete members due to several reasons .Errors in design
and detailing that may result in unacceptable cracking include use of poorly detailed corners
in walls, precast members and slabs. The use of an inadequate amount of reinforcing may
result in excessive cracking.

Generally, deterioration of concrete structures is mainly due to formation of cracks as
aresult of many reasons. Inadequate detailing of reinforcement, expansion, and construction
joints, creep and shrinkage and unexpected loads may cause cracks in concrete.

Crack width increases with increasing steel stress, cover thickness, and area of concrete
surrounding each reinforcing bar. The width of a bottom crack increases with an increasing
strain gradient between the steel and the tension face of the beam.However, jacketing method
of repair for T-beam is adopted in this study ,since, it can provide new reliable hollow sectins
around the existing damage member. The research work is aimed to investigate the following
objectives:

-To restore the capacity of partially and totally failed reinforced concrete T-beams by
flexural.
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-To increase the flexural capacity of existing reinforced concrete T-beam

-To investigate the behaviour of T-beam repaired by jacketing using ordinary reinforced
concrete .

The main variables considered in this research are the effect of working loads before
strengthening on the behaviour and strength of reinforced concrete beams after repair.

EXPERIMENTAL INVESTIGATION

The test program reported in this study is intended to investigate the possibility of restoring
the capacity of reinforced concrete T-beam which was failed by flexure. Four reinforced
concrete T-beams were subjected to two point load which was increased up to certain level of
failure load. The behavior and strength of repaired T-beam under two point loads were
observed at all stages of loading. The method of repair used here was the reinforced concrete
jacketing. Jacketing is generally used where there is no limitation for the increase in the size
of the member.

The main variables considered in the test beams are the effect of cracking condition caused
by applied loads (preloading) on their strength after repairing or strengthening. The
preloading is defined here to be the ratio of applied load on the member before repair to its
own ultimate load. It is well known that the applied load is variable during the useful life of
the member. It could be less or more than the maximum service load.

Therefore, it may causes instantaneous deformation or long term deformation in addition to
invisible cracks. The intensity of the deformation and cracks depend mainly on the amount
and the period of application of the applied load. Test programme involves four beams given
in Table 1.

Table (1) Test Beams

SEY SOl Stage-Two
EEERIE Caeliel: Test after jacketing
Beam Applied load
as % of Cracking Repairing | Applied
ultimate load | condition details load
(V)
BO 0 No cracks Fig.1 up to
failure
B60 |60 Flexural Fig.1 |*
cracks
577 77 Flexural Fig.1 «
cracks
B100 | 100 Flexural Figl |«
failure
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Test beams

Series BO beams is designed to investigate the effect of preloading (A=0 %, 60%, 77% and
100%) on the strength and behaviour of beams B0, B60, B77, B100 ) after repair .Beam
B100 is loaded first to failure ,then repaired by jacketing method (see Figure (1)) and tested
again up to failure. This beam was designed to study the possibility of restoring the flexural
capacity by using jacketing method. Beam B0 was not loaded at first stage and therefore has
no cracks whereas the other (B60,B77) were loaded at first stage up to 60% and 77% of
failure load which produced flexural hair cracks at first stage.All beams have same flexural
capacity. Then, all these beams were strengthening by jacketing as shown Figure(1) and
Figure(2).

The main tensile reinforcement (bottom reinforcement) is kept constant (2¢12) .Minimum
stirrups of ¢6@100mm cc was used in the original beams and same amount was used again
at jacketing to prevent shear failure. The new stirrups added to the beams during repair are
welded from the top by overlapping the bar’s end at a distance 4 times diameter of bars [BS,
1990]. The original beams (B60,B77,B100) were loaded first up to the degree of loading A
mentioned above (60%,77%,100%), then, they were repaired as shown in Figure(1) and
(2).Then, all beams retested again up to failure.

Strengthening of beams by jacketing

Remove all the concrete which has been cracked or crushed at compression zone and else
where due to failure of beams (B100)

Remove the concrete covers of the sides and bottom reinforcement for beams (B0, B60,
B77), which are prepared for strengthening.

Clean concrete surface by washing with water for all beams.

Fix the new main steel reinforcement for beam (BO, B60, B77, B100) as shwn in Figure
1)

and (2).

Prepare concrete mix in same quantities of materials used for the original beams.
Before casting the new concrete, all concrete surface should be covered with 1:1 water :
cement liquid.

Concrete was compacted by using damping rod and vibrators.

Beams were cured again for 28 day before testing.
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Figure (2 ) Preparing of beams B60 B77 B100 for jacketing
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Concrete

In this research the mix proportion of concrete used was 1 : 2 : 4 by weight ( cement : sand :
coarse aggregate) with 0.55 wi/c ratio.This mix was aimed to obtain about 30N/mm2 cube
compressive strength at age 28-days.

The concrete mix used for repairing was same as that used for beams except the w/c ratio
was reduced to 0.5 to get the target compressive strength of about 35 N/mm?2 at age 28-days.
The concrete mix was found to be workable with slump of about 70mm which suitable for
casting and repairing of test specimens.

Steel reinforcement

The steel reinforcement used are 6mm, 10mm, 12mm, and 16mm dia. deformed bars which
are free from harmful defects, seams, porosity, segregation, non-metallic inclusions.

In this research the samples of steel bars are tested in tension according to BS4449:1988 .The
test results are given in Table (2). All samples tested are satisfying the BS4449:1988
standards.

All stirrups used for beams before repair are 6mm diameter. Same diameter are used for
beams after repair which are welded by E43 electrode according to BS5950 part 1:1990. The
overlap is about 50mm. Tensile tests were carried on this type of welding. Results have
shown that the strength of weld is greater than the strength of the original reinforcement.

The yield stress and ultimate stress of bars tested are summarised in Table (2).

Table (2) tensile strength of bars reinforcement

Bar dia. (mm) 6 10 12
Yield stress

(N/mm2) 255 287 361
Ultimat stress

(N/mm2) 368 431 595

Test procedure

The test procedure was carried out as follows:-

e The sample was put under the test instrument type FM 2750 machine Nr. 613 wolpert

e ch-8232 Merishausen where the hydraulic jack is used to exert load on the specimen

o (See Figure (3).

e The load capacity of the testing machine used is 30 tons and its sensitivity is 0.1 KN

¢ The specimen was put on supported roller to be simply supported.

o A steel beam with a dimension of 1000 x 240 x 120 mm was used to transfer the single
load from the testing machine to two points loads on the tests specimen. The said steel beam
would change the concentrated loads in to two equal loads.

¢ The initial readings were taken before loading, for all deflection points and concrete strain
gauges.
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The loading was exerted on the specimen at increment which was 4 KN. until the appearance
of the first cracking load. All cracks were marked on the concrete surfaces of the specimen
during all loading stages. The deflection and concrete strain gauge readings were taken at
each stage of the loading until the concrete failure occurs.

J P I-section (240x120)
Steel support "?
_
el -
i
Test T-beam . =f ° ° ° \ Demic disc |
1 I ‘L
(o] Steel hinge (> (> K Steel roller =
Dial gauge
L - e, s
L L L

Figure ( 3 ) Typical instrumentation of test beams

TEST RESULTS

The behaviour of reinforced concrete beams is well established by research workers but it its
behaviour after repair has not yet been fully investigated. However, one of the objective of
this study is to investigate the behaviour of repaired beam under flexure.

The beams must be safe and serviceable. A beam is safe if it is able to resist all forces which
will act on it during its life time. Serviceability implies that deflections and other distortions
under load shall be unobjectionable small.

Load- deflection behaviour

The deflections along the spans of the test beam before and after repair were measured at all
stages of loading. The maximum centre deflections for these beams were plotted in Figure
(4). as a function of the total applied load. All beams have shown similar behavior before and
after repair. These curves are composed of three distinguished regions namely, pre-cracking
stage, post cracking stage and post serviceability cracking stage.

At pre-cracking stage, the applied loads are directly proportional to the centre deflections for
beams before and after repair. This means that the entire concrete section is effective in
resisting deflection, which caused by applied load. The pre-cracking segment of load
deflection curve is, therefore, defining full elastic behaviour for all beams tested here. The
theoretical deflections shown on the figures, are based on moment of inertia of the un
cracked reinforced concrete section which agreed well with those obtained from test results.
The theoretical deflections are slightly lower than those observed from tests. This may be due
to approximate evaluation of modulus of elasticity by ACI expression:

EC =W}° x0.043 .,/ f/

However, the elastic behaviour of beams after repair are similar to those before repair
irrespective to the loading condition before repair.
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When the load on the test beams is gradually increased beyond the first crack to the service
load, the behaviour of beams changed slightly in to a post-cracking stage. Figure (4) showed
that the relationship between load and deflection at post-cracking stage are approximately
linear defining semi-elastic behaviour.
At post-cracking service load stage, the formation of flexural cracks in beams before repair
reduced the flexural stiffness of the beam section making the load-deflection curve less steep
in this region than in the pre-cracking stage segment. Similar behaviour was observed for the
beams after repairs.The theoretical deflections on these figuress are calculated based on the
procedure specified by ACI code,2005, art 9-5-2-2. ACI code methods is slightly
underestimated the deflection especially for beams before repairs.This may be due evaluation
of cracking moment capacity Mcr in ACI-method which related to approximate value of
modulus of rapture
fo g )

Yt
However, Fig (4) shows that the beams repaired by jacketing gave higher flexural stiffness
than their original flexural stiffness, in spite, of the existing cracks in the original concrete.
This means the jacketing is significantly increased the flexural stiffness and hence would
improve the serviceability.
When the load is further increased beyond the service load, the beams showed substantial
loss in their stiffness because of the extensive cracking penetrating to the compression zone.
In the region (post serviceability cracking stage), the load deflection curve tend to be flatter.
The small increase in the applied load resulted in large amount of deflection.

(Mcr:

However, the repaired beams have shown similar or even better load deflection behaviour
than the original beams. Jacketing method enhanced the serviceability compared to the
original beam. On the other hand, the loading condition and crack condition of the beams
before repairs have no significant effect on the load deflection behaviour of the beams after
repair. Repair by jacketing resulted in reduction in the deflection under service load to about
40% of the original deflection before repair. The jacketing method has given the best result
in improving the load deflection behaviour of beams.
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Figure (4) Load-deflection curves of beams before and
after jacketing
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Load-steel strain curves

The steel strains were measured at three sections along the span (under two points load and at
the middle sections). Mechanical strain gauge was used with 200mm gauge length, which
measured the concrete surface strain at steel level.

It is assumed that the concrete surface adjacent to the steel will have same strain as the steel.
However, this is the best available technique in the laboratory.
The load-tensile steel strain curves at mid-span were plotted for all beams before and after
repair as shown in Figure (5). Three different stages of behaviour can be clearly
distinguished.
At low load, it can be seen that the steel strain is directly proportional with the applied load
following the elastic behaviour (elastic stage). After formation the first crack, the steel strain
is changed to be flatter than that before crack. Then it increases steadily and linearly up to the
yielding strain.

In the cracking region, the stresses are still proportional to strains. Further increase in the
applied load beyond the service load resulted in a large and non-linear increase in the tensile
strain of beams before and after repair.

Test results show that the repair by jacketing causes a great decrease in the tensile strain of
the original beams. This means that the reinforcement of the jacketing is significantly
contributing in resisting the applied load besides the original reinforcement. The percentage
of decrease is ranging between about 90% in beam B77 to about 70% in beam B100 at
service load.

On the other hand, the top steel plate reduced the steel strain in beams before repairs as
shown in Fig. (5).
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Figure (5) Load-steel stain curves for beams before
and after repair by jacketing

Load-Concrete Strain Behaviour

Concrete compressive strains at top fibre of the mid-span section of each beam were
measured. Compressive strains under the point loads are also measured. The compressive
strains at the mid-span are plotted with applied load for all test beams as shown in Figure(6).
The load compressive strain behaviours are similar to the load-tensile strain behaviour
discussed elsewhere. Therefore, there is a consistency between the tensile and compressive
strain under loading. This should be existing to agree with the rational theory of ultimate
bending strength of the beam (strain distribution across any section of the beam is assumed to
be linear).

Reinforced jacket acted to redistribute the compressive strain between the original and new
concrete. Therefore, the compressive strains are reduced in compression zone of repaired
concrete compared to the original strains as shown in Figure (6). The percentage of reduction
was observed to be between about 30% in beam B60, Fig. (5.35) to 60% in B100 Fig. (5.39).
This behaviour is consistent with the original behaviour . All repaired beams have reached to
the specified yield strain of concrete or slightly higher than that. The observed yield strain
was ranging between about 0.0035 to 0.0060. The concrete strain in the original beam has
reached to about 0.003. This indicates that the jacketing increased the ductility of concrete.

5763




A.S. AL-KUAITY Strengthening of cracked reinforced
concrete t-beam by jacketing

B77 after repair
B60 BO

-
1 4 - e
160 -

—+— BO-After rapair
B6O-After repalr
140 - -
- r
-Be r
i--- B100- Before repair
120

/ B100 after repair
100 -

B100 Before repair
_,."'/ B77 before repair
o

Load-P(KN)

®
Q

[+
o

B60
BO

N
o
LS

L)
.

20 -

oy

b

o = . .
o 2 Straipix 102 & s

Figure ( 6 ) Load-compressive stain curves for beams
before and after repair by jacketing

CRACKING BEHAVIOUR

The formation of cracks at every stage of loading is marked on the test beams as shown in
Figures (7) and (8). Concrete cracks at an early stage of its loading history will crack first
because its weak in tension. Consequently, it is necessary to study its cracking behaviour and
control the width of the flexural cracks. Cracking contributes to the corrosion of the
reinforcement, surface deterioration and its long-term deterioration effects. The problem of
cracking becomes much more important in retrofitting the deteriorated beams, because, the
existing uncontrolled cracks may reduce the load carrying capacity of the beams and will
increase the deflections beyond the permitted limits.

Hence, the prediction and control of cracking and crack widths are essential for reliable
serviceability performance under long-term loading.

As a beam is subjected to bending moment resulting from applied loads, tension stresses will
occur in one side of neutral axis and compression stresses developed in the other side. When
the tension stress exceeds the modulus of rapture, cracks form. If the concrete compression
stress is less than approximately half compressive concrete strength and the steel stress has
not yet reached the yield point, both materials continue to behave elastically or very nearly so.
At this stage, it is assumed that tension cracks have progressed all the way to the neutral axis,
and that sections plane before bending are plane in the bent member.

Beams before repair

The initial flexural cracks have first developed in all beams tested except beams B0, which
was not loaded before repair. The typical cracking condition of B100 is shown in Figure (7).
All beams have shown that the first crackform at about same load, which was about 16 KN
because these beams were identical. The flexural cracks developed at bottom fibre in the
region of maximum bending moment (between points loads). These cracks penetrated
upward as the load increased and new cracks spread toward the points load. Then, the load
was removed when it reached to 60% of the ultimate load (B60) whereas the applied load
continued, untill 77% of the ultimate load in beam B77 . In this beam, the flexural cracks
penetrate deeper in the flange of the beam (compression zone) and some cracks separated
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into two branches. Beam B100 has nearly similar cracking behaviour at this stage (77% Pu).
Then, the loading continued for beam B100 up to failure.

As the loaded increases above 77% of the ultimate load in beam B100, the cracks, under the
left point load have deeply penetrated to the compression zone resulting in complete failure
by crushing the flange under the point load resulting a complete flexural failure.

Beams after repair

The objective of BO was to investigate the possibility of increasing the ultimate capacity of
non-cracked section by jacketing method. Beams B60, B77 were tested to investigate the
strengthening of cracked sections using jacketing method. To retrofit the failed beam by
jacketing, B100 was investigated. The cracking behaviour of B0 after strengthening, is
similar to the cracking behaviour of beams B60, B77, B100 before repair. This means, the
strengthening by jacketing would result in similar cracking behaviour to that of the original
beams.

Therefore, same principle of the original beam may be used to predict crack width of the
beams strengthened by jacketing. The mode of failure of beam BO is a pure flexural failure
which crushed the compression zone, (top flange) between points load. So, the ultimate
strength theory can also be used to predict the moment carrying capacity of strengthened
beam by jacketing.

After repairing beams B60, B77, B100 by jacketing, the cracking behaviour were
approximately similar to those observed before repair . A typical cracking condition of beam
after repair is shown in Figure(8). Then, the mode of failure of beam B100 after repair Figure
(10) was exactly in similar type and in same location as that of the original beam before
repair Figure (9). Beams B60, B77 showed similar mode of failure after repair as in beam
B100 but with improved ductility (large deflection before failure). This indicates that the
behaviour of strengthened beams (B77, B60) are more ductile than the retrofitted beam
(B100).

Figure ( 7)) Cracking of Beam B100 (before rpair)
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Figure ( 8) Cracking of Beam B100 (after repair)

FAILURE LOAD OF TEST BEAMS

Experimental and theoretical failure loads are given in Table (3). Based on this table, the
strength and the efficiency of repair are presented here.

As mensioned elswhere,all beams have same steel reinforcement, size and concrete
properties. They were designed to have flexural failure before repair at ultimate load of about
38KN according to ACI method.

Beam BO was strengthened by reinforced jacket without any flexural cracks in the original
concrete, (unloaded before repair). To show the efficiency of jacketing method in non-
cracked section.

Beams B60 , B77 were loaded to 60% and 77% of the failure load obtained from test. Such
loading produced flexural cracks with intensity related to the applied load .In fact, the higher
the load the more cracks will produce. Then, these beams were repaired by reinforced jacket
as mentioned elsewhere. After curing, the beams were tested again to gradually up to failure.
Observations were made for surface strain and deflection during the loading. Cracks were
also marked on concrete surfaces. Beam B100 was first loaded to flexural failure. then, the
crushed concrete was removed and replaced by new concrete in addition to the reinforced
jacket. The main aim of this beam was to investigate the possibility of restoring the flexural
strength of failed beam using reinforced jacket.

Referring to Table (3), the use reinforced jacket with (2¢ 12) increased the failure load of
beam B0, B60, B77 from 64KN to about 165KN. This means the failure load after
strengthening increased to about 150% as much as the original failure load irrespective to the
condition of cracks before repair. Therefore, the existing flexural cracks have no significant
effect on the flexural strength after repair.

The high flexural strength of beams may be attributed to the confinment of cracked beam by
new jacket with very high bond strength between the original and jacket concrete, These will
make the beam to act as one unit. In fact, the removing of the concrete cover of these beams
before jacketing provided a very rough surface for good bond between cracked concrete and
new concrete. The ratio between theoretical failure load to the experimental value is about
0.82. The theoretical procedure followed here has taken in consideration the increase in
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effective deth after jacketing as weel as the exiting reinforcement in the original beam. On
the other hand, the theoretical failure load is very closed to the experimental failure load of
the original beam (before jacketing). The ratio between the theoretical to the experimental is
about 0.91.

For beam B100, the jacketing was restored about 167% of the original ultimate capacity of
the beam. The original reinforcement in this beam was useless since it was ruptured by the
first test before jacketing. The ratio between the theoretical and the experimental failure load
was about 0.73. this means, that the existing reptured steel contribute in resisting applied
load. However, the yield reinforcement may carried about 27% of the failure load in the
second test (after jacketing).

Figure (10 ) Failure mode of Beam B100 (after repair)
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Table (3) Ultimate experimental loads of beams repaired by jacketing

1st cracking load

Failure load (Pu)

Beam Original beam After repair Original beam After repair mOde
Exp. Theo. Exp. | Theo. | Exp. | Theo. Exp. | Theo. failure
(KN) | (KN) | (KN) [ (KN) | (KN) | (KN) | (KN) | (KN)

BO 16 18.5 20 416 |64 62 162 135 Flexure
B60 |16 18.30 22 339 |64 62 164 135 Flexure
B77 |16 18.30 20 342 |64 62 169 135 Flexure

B100 |18 18.50 22 416 |64 62 107 78 Flexure

EFFECT OF LOADING ON THE STRENGTH OF REPAIRED BEAM

The failure loads of beams B0, B60, B77, B100 were plotted against the first load test

(% x100)
u , Which corresponded to crack condition of the original beams before repair as
shown in Figure (11). All beams have same failure load because they are identical. The

conditions of cracks at the original beams were marked on the axis.

Figure (11) shows that, the existing flexural cracks in the original beam up to load level of
77% has no significant effect on the strength after jacketing. The strength of beams after

jacketing is mainly affected by the amount both the existing reinforcement and the
reinforcement of jacketing. The reduction in the strength of beam failed in flexural before
jacketing, (Beam B100) compared to other, (B0, B60 and B77), was mainly due to lost of
original reinforcement by rupture during the first test.

180

£
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% Increase in load carrying capacity after repair
= ; H n
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N
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Fig. (11) Effect of loadig before repair on the strength
of beams repaired by jacketing
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THEORETICAL FAILURE LOAD

Based on ACI-318M-2005 the ultimate moment capacity of the beam (B0, B60, B77, B100),
were calculated using the actual dimensions in Figures (1),(3) and material strengths Table
(2).The notations used here are same as that given in ACI Code.

Beam before repair

Fecu = 35.6 N/mm2, fc =30 N/mm2, fsu = 595 N/mm2 ,

Main reinforcement 2 @ 12

As=113X2 =226 mm2

Effective depth = 240 - (25 + 12) = 203 mm

As min=0.005x b x d

As min=0.005 x 150 x 203 =152.25 mm2

As X fy 226 x 595
Q= - = e = 13.2mm <t ( Sec. rectangular with b =400)
0.85x, fexb 0.85 x 30 x 400
0.85Bx f/, 600
Py = ( )
f,  600xf,

B, =0.85, f, =361N/mm*, f/=30N/mm?

_ O.85><O.85><30( 600 ) = 0.037487
361 600 x 361

P

A, =0.75p,bd

=0.75x0.037487 x 150 x 203 = 856.106 mm?

As prov.< As max. O.K.  .~beam under reinforced.

Mu=Asfu(d—2a/2) @ =1 (actual moment capacity without factor of safety)
Mu =226 x 595 (203 — 13.2/2 ) = 26409908 N.mm = 26.4 KN.m

Total failure load (Pu) = 2 x 26.4/.85 = 62 KN.m

Beam with jacket B 100

Feu =35.6 N/mm2 , fo =30 N/mm2, fsu = 595 N/mm2 ,

Main reinforcement 2 @ 12

As=113X2 =226 mm2
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Effective depth = 240 + 50 - (25 + 12) = 253 mm
As min=0.005xb x d
As min=0.005 x 150 x 253 =189.75 mm?2

As X fy 226 x 595
Q= - = e = 13.2mm <t ( Sec. rectangular with b =400)
0.85x, fexb 0.85 x 30 x 400
0.85Bx f/ 600
Py = ( )
f,  600xf,

B, =0.85, f, =361N/mm*, f/=30N/mm?

_ O.85><O.85><30( 600 ) = 0.037487

P 361 600 x 361

A, =0.75p,bd

=0.75x 0.037487 x 150 x 203 = 856.106 mm°

As prov.< As max. O.K. .~ beam under reinforced.

Mu=Asfu(d—a/2) @ =1 (actual moment capacity without factor of safety)
Mu = 226 x 595 (253 — 13.2/2 ) = 33133408 N.mm = 33.13 kKN.m

Total failure load (Pu) =2 x 33.13/.85 = 78 kN.m

CONCLUSIONS

The main factor considered here is the effect of the level of loading in percentage of ultimate
load before repair on the strength and behaviours of the beam after repair. However, this
investigation can not be considered to have given a complete study of problems related to
repairing and retrofitting of T-beams but it is hoped that the present investigation show the
effectiveness of jacketing method in restoring the flexural strength of T-beams. The test
results have led to make some useful contribution towards better understanding of strength
and behaviour of reinforced concrete T-beams repaired by jacketing method. The major
overall conclusions drawn from the test results are summarized as follows:

e Reinforced concrete jacket has greatly increased the flexural capacity of beams cracked
in  flexural. The flexural capacity of jacketed beams was about 2.5 times its capacity
before jacketing.

e Reinforced jacket was very effective in restoring the flexural capacity of beam failing in
flexure. The repairing by reinforced jacketing resulted in increase in the capacity of failed
beam into about 167% of the original strength of the beam.

e It was observed that the effect of loading condition of the beam before repair has only
slight influence on the flexural capacity of beam after repair by jacketing. That effect
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becomes very significant when there is a a complete flexural failure in the beam before
repair.

e First flexural cracking load of beams strengthening by jacketing is increased by amount
of 25% resulting in an improvement in workability.

e Test results showed that the yielded reinforcement before repair contribute in increasing
the flexural capacity of beam after jacketing by amount of 27% of the failure load.

e Reinforced jacket increased, significantly, the flexural stiffness of the original beams
resulting in less deflection under service load. The percentage of reduction in deflection
was about 40%.

e Tensile steel strain was, considerably, reduced by reinforced jacketing. The percentage of
decrease was ranging between 70% to 90% .

¢ Reinforced jacketing has led to considerable increase in concrete compressive strain at
ultimate stage of loading in a very ductile mode of failure.

¢ Reinforced concrete jacketing has greatly improved the cracking behaviour of beams
irrespetive to cracking condition before repair.

e Test results showed that the addition of steel reinforcement at the compression zone
increased both the ultimate capacity (22%) and ductility.

¢ A safe and reliable prediction of failure load of beams repaired by reinforced jacket can
be obtained using stress-strain relationship of steel reinforcement. Neglecting the existing
yield reinforcement, the average ratio of predicted failure load to that obtained from test
beam was about 0.75.
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ABSTRACT

One of the most important steps in the world of printed circuit board manufacturing (PCB) is the
copper etching process. Because of its low cost, environment aspects, and simple regeneration
techniques, cupric chloride was chosen to be the most attractive etchant.

Etching of copper from standard single-sided copper boards used usually for printed circuit board
fabrication was conducted in a cell containing cupric chloride solution. Average etching rates were
recorded as a function of time, etchant specific gravity, free acid concentration, and temperature. Air
was injected continuously in the etching cell during the process enabling mixing and solution
regeneration. It is found that best operating conditions to obtain maximum etching rate is at 45-55°C,
specific gravity of 1.3-1.4, and free acid concentration of 1.3-1.4 M.

KEYWORDS
Etching, chemical machining, cupric chloride, regeneration, PCB.
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INTRODUCTION

Etching can be defined as a machining technique, in which, controlled corrosion process was
applied on selected areas of the metal part. This is usually occurring in the presence of a corrosive
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media, called etchant. The process was used by ancient Egyptians to make copper jewelries when they
etched copper with citric acid around 2500 BC. Etching, nowadays, is extensively used to manufacture
geometry complex and precision parts for electronic, aerospace, automotive, medical, decorative, and
microcomponent production industries (O. Cakir et al, 2007; O. Cakir, 2007).

One of the most important steps in the world of printed circuit boards fabrication is the copper
etching step from circuit boards. Circuit boards are usually fabricated from glass fiber reinforced epoxy

60000 -
North America

50000 - 7%
Europe 7.0%

40000 A China 33.1%

Other Asia 4.7%

30000 -

Million of $US
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Fig.1 World PCB production (WECC reports) Fig. 2 Countries sharing PCB production
for the year 2008 (WECC report)

with copper layers of 25 to 50 um thick (Xingsheng Liu, 2001). There are three basic varieties of
printed circuit boards: single-sided, double-sided, and multi-layered. The spatial and density
requirement and circuitry complexity determine the type of board produced. Fig. 1 Show the world
PCB production estimates from 2005 till 2008, and Fig. 2 show the major countries that share the
production for the year 2008 (WECC — World Electronic Circuits Council, 2009).

Copper was commonly etched with alkaline ammonia and cupric chloride (continuous operation).
Less common etchants include peroxide-sulfuric acid, persulfates, and ferric chloride (batch operation).
The selection of etchant has been limited by economic, operational, and environmental concerns (Clyde
F. Coombs, Jr, 2008). For single-sided boards, cupric chloride is the most suitable etchant even for
large scale production lines (O. Cakir, 2006). It offers some distinct advantages like: simple
regeneration of spent solution, no waste disposal problems, low cost, simple process control, and no
sludging problem (Stephen D. Kasten, 1983).

Chemistry of Copper Etching with Cupric Chloride and the Regeneration Process

Cupric chloride is a yellow-brown solid with the formula CuCl; in its dehydrated state. It is sold
usually in its hydrated state (CuCl,.2H,0) with a blue-green color as it absorbs moisture from the
ambient. Cupric chloride reacts with copper to form cuprous chloride:

Cu + CuCl, — 2CuCl (1)

As the reaction proceeds, cupric ions will deplete and the reaction goes to slowdown (i.e. etching
rate decreased). To obtain a constant etching rate and makes copper continue to dissolve from the metal
surface, cuprous chloride should be returned back or regenerated to cupric chloride again. This can be
accomplished by providing an oxidizing agent that oxidizes cuprous ions Cu** to cupric ions Cu*?.
Many oxidizing agents can be used for this purpose, commonly used includes chlorine or air, sodium
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chlorate (NaClOs3), or hydrogen peroxide (H,O,). Regeneration process by oxygen was done
chemically according to the reaction:

2CU* + 0 + 2H* — 2Cu™* + H,0 2)

Reaction (2) consumes hydrogen ion, so that, hydrogen ions should by supplied to the reaction.
Addition of hydrochloric acid (HCI) in excess amount to the reaction vessel was suggested to be a good
source for H* ions and chloride balance was maintained. Also, it removes any traces of copper oxide
from the surface of copper metal being etched (Chemcut Corp., 2002). It is clear that the original
solution volume grows up during the regeneration process in this way. To overcome this problem, one
should remove a portion of the etchant from time to time to keep a fixed reaction volume (P.
Adaikkalam et al, 2002). The overall reaction of the regeneration process is:

2HCI + 2CuCl + O — 2CuCl, + H,0 (3)

In this study, copper from single-sided boards was etched with cupric chloride and the effected
parameters on the average etching rate were studied. Regeneration of the solution was done by
continuous injection of air to the etching cell.

EXPERIMENTAL WORK
The Etching Cell

Etching of copper from single-sided boards Heater — |'|
with cupric chloride solution was accomplished
in a cell designed to meet the necessary
requirements needed to study the parameters

)

Z Glass cell

| PCB specimen

affecting etching process. = S T2

The cell shown in Fig. 3 was made from a 2 H PR | P
glass material with dimensions of 27 cm height x 7 \ < | gncsouce
19 cm width x 3.5 cm depth, filled with 1 liter of  goameter Z R N2 behind the cell
cupric chloride etchant during each run. It holds ) 500 sonbe a0 aeg | AT dbtibur
an electrical heater used to maintain the solution ] 2
at the desired temperature fixed by a contact Air 9[,9
thermometer within £0.5°C. At the bottom of the
cell, an air distributor was installed enabling air Fig. 3 Etching cell
bubbles to spread along the cell. The air was _
injected to the cell at a fixed flow rate of 0.5  [g e

liter/min. This flow rate was selected to be the
maximum flow rate allowable to prevent the
solution from spilling out of the cell. Air function
as a source of oxygen required to regenerate the
etchant and as an agitator.

Average etching rate was recorded as a
function of etching time, etchant density, free acid
concentration, and temperature. Etching was
monitored by visual inspection of a 2 x 4 cm
circuit board sample hanged at the center of the Fig. 4 Typical circuit board sample under

etching

l > Copper being removed
from this area

Copper under etching
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cell below the etchant surface level by about 4 cm. Samples are cleaned and polished well to obtain a
scratch-free surface before dipping into the etching solution. Because the etchant become darker as its
density increases, light source was installed behind the cell enabling best view of sample etching details
instead of sample monitoring outside the cell from time to time.

The term 'average etching rate' was used in this study because etching of the sample is not uniform.
In other word not all the copper removed evenly from the sample sheet at the same time as shown in Fig.
4. Instead, pits start to appear (white area) and spread in all directions until the copper (black area) was
removed completely. At this point, time was recorded and etching rate was calculated from the equation:
CopperThickness (@)

Total Etching Time

Solution specific gravity was adjusted between each run after etchant was completely regenerated
to its original state by a hydrometer. Leaving the solution about half-hour under air bubbling was
considered to be sufficient time to return back the solution nearly to its initial state.

Free acid concentration was measured and adjusted using 37% hydrochloric acid of 1.19 specific
gravity. Measurement of the free acid concentration was done by titration with NaOH solution. The
amount of acid required to adjust the etchant can be calculated from:

Average Etching Rate =

_ X(a—b)
 (c-a)

y (5)

where y is the volume of acid required to adjust the etchant to the acid concentration required
concentration a, x is the etchant volume (i.e. 1000 ml), b is the measured acid concentration by
titration, and c is the concentration of the hydrochloric acid being added.

Note that the addition of HCI should be the last step in solution adjustment process because small
amount of HCI is needed usually to bring the solution up to the desired acid concentration without
changing the specific gravity of the solution appreciatory.

RESULTS AND DISCUSSION
Effect of Etching Temperature

In general, increasing the temperature tends to increase the etching rate as shown in Figs. 5-9. It is
desired usually to select a temperature range which should give a relatively acceptable etching rate for
practical purposes. Temperatures below 40°C takes long etching times (i.e. low etching rate) with low
HCI fumes and above 55°C, etching rate increases many times but causes too much HCI fumes to start
also. Under air regenerated cupric chloride etchant, it is observed that temperature range between 45°C
and 55°C is the suitable working range depending on the air flow rate because oxygen solubility
decreases with increasing temperature (i.e. to work at elevated temperature range to obtain higher
etching rates, one should distribute much more bubbles - in the maximum allowable flow - to maximize
the rate of solubility of oxygen to the maximum one).
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Effect of Etchant Specific Gravity

As copper continue to dissolve and water
evaporates, specific gravity of the etchant will
increase also and the etchant become a dense solution.
At some point, this will cause average etching rate to
slow down because the movement of cuprous ions
away from the copper surface become more difficult
and may initiates sludges to be formed.

Figs. 10-14 shows the effect of etchant specific
gravity change on average etching rate at different
temperatures. It is clear that maximum and nearly
constant etching rate occurs between specific
gravity of 1.3 and 1.4 as it does not change
significantly within this range. Average etching rate
decreased below specific gravity of 1.3 and above
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1.4. So that, it is desired to control the specific gravity within this range.
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Fig. 11 Etchant specific gravity versus average
etching rate at different free acid conc. and 40°C
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Fig. 12 Etchant specific gravity versus average
etching rate at different free acid conc. and 45°C

Effect of Etchant Free Acid Concentration

From the previous figures (Figs. 5-14), it is
clear that increasing the free acid concentration in
the solution is proportional with the average etching
rate. Low etching rate were observed at 1 M HCI
with low fuming in all temperature range studied, at
2 and 3M HCI, higher etching rates were obtained
but the rate of fuming increases also especially at
elevated temperatures when 3 M HCI were used. So
that, the selection of HCI concentration should be
contributed with the working temperature and the
allowable limit of fuming. The best operating free
HCI level was suggested to be between 2 and 3 M
HCI.
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Fig. 13 Etchant specific gravity versus average
etching rate at different free acid conc. and 50°C

@

o0 1MHCI
02MHCI
A3MHCI A

~

o

Average Etch Rate (um/min)
S ol

>

\ |

w

N

-

o

-
=
HN

12 13 14 15 16
Specific Gravity

Fig. 14 Etchant specific gravity versus average
etching rate at different free acid conc. and 55°C




Number 3 Volume 16 September 2010 Journal of Engineering

CONCLUSIONS

Single-sided circuit boards can be etched with different etchants but cupric chloride is the most
suitable one even for large production lines.

Cupric chloride can be regenerated using many oxidants even oxygen from air and the
parameters affecting etching rates should be contributed together in order to maximize the
etching rate.

It is found that controlling temperature within the range of 45-55°C, etchant specific gravity of
1.3-1.4, and free acid concentration of 1.3-1.4 M would provide the best etching results.

NOMENCLATURE

< X O ToD

Free acid required concentration, M

Measured free acid concentration, M

Acid concentration being added, M

Etchant total volume, ml

Etchant volume required to adjust the etchant to the desired level, ml
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FREQUENCY DOMAIN EQUALIZATION TECHNIQUES FOR
MULTICODE DS-CDMA IN FREQUENCY SELECTIVE
RAYLEIGH FADING CHANNEL

Asst., Prof. Maha George Zia and Msc. Eng. Sameer Akram Dawood
Electrical Engineering Department-College of Engineering, Al-Mustansiriya University

ABSTRACT
Orthogonal multicode direct sequence code division multiple access (DS-CDMA) has the

flexibility in offering high data rate services. However, in a frequency-selective fading channel, the
bit error rate (BER) performance is severely degraded since the orthogonality among spreading
codes is partially lost. In this paper, frequency-domain equalization (FDE) and space antenna
diversity combining are applied to orthogonal multicode DS-CDMA in order to restore the code
orthogonality and improve the BER performance of the system. Two methods of FDE are
considered, the first method based on fast Fourier transform (FFT), while the second method based
on circulant matrices. Moreover, a channel interleaving method, called chip interleaving is used to
improve the performance of multicode DS-CDMA system.

KEYWORDS: Multicode Ds-Cdma, Frequency Domain Equalization.
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INTRODUCTION

In direct sequence code division multiple access (DS-CDMA), one way to achieve high speed
data transmission is to use orthogonal multicode multiplexing. However, frequency selective
multipath fading encountered in a broadband wireless communication system severely degrades the
bit error rate (BER) performance of multicode DS-CDMA, (T. Itagaki etal, 2004). An effective way
to improve the BER performance is to apply frequency-domain equalization (FDE) to multicode
DS-CDMA signal reception, (F. Adachi etal, 2003).

Frequency domain equalization (FDE) is an effective technique for improving the single carrier
(SC) transmission performance in a frequency selective fading channel, (D. Falconer etal, 2002).
Minimum mean square error (MMSE)-FDE based on fast Fourier transform (FFT) was applied to
multicode DS-CDMA to obtain a good BER performance similar to that of multi carrier code
division multiple access (MC-CDMA), (F. Adachi etal, 2003 and F. Adachi etal, 2005). The
distinctive point of this technique is the use of Cyclic Prefix (CP), in order to prevent degradation of
transmission characteristics caused by multipath interference, which become more apparent during
broadband transmission. CP copies multiple data symbols at the end of a frame to the head part of a
frame. Moreover, the equalization is performed on a block of data at a time and the operations on
this block involve fast Fourier transform (FFT), (D. Falconer etal, 2002).

Space antenna diversity technique can be used to improve the system performance in a fading
channel. Instead of transmitting and receiving the desired signal through one channel, several
copies of the desired signal are obtained through different channels, (H. Hourani, 2004-2005).

Chip interleaving is a form of channel interleaver that exploits the spreading process in DS-
CDMA and thus improves the BER performance in a frequency selective fading channel. Chip
interleaver scrambles the chips and transforms the transmission channel into highly time selective
or highly memoryless channel, (D. Garg etal, 2002 and D. Garg etal, 2005).

In this paper, two additional FDE techniques are used; maximum ratio combining (MRC-FDE)
and zero forcing (ZF-FDE). Moreover, MMSE-FDE (based on FFT) which was applied in (F.
Adachi etal, 2003), will be used too. All the above FDE techniques are applied to multicode DS-
CDMA with their performance are compared by simulation.

Finally, two methods of FDE techniques based on FFT and circulant matrices are illustrated.
Since FDE based on FFT consumes less time compared with circulant matrices method, it will be
used in this work.

Remainder of this paper is organized as follows. Section 2, presents the transmission system
model for a multicode DS-CDMA using FDE and antenna diversity combining. MMSE-FDE,
MRC-FDE and ZF-FDE based on FFT and circulant matrices methods are presented. Moreover,
chip interleaver is presented in this section. In section 3, the BER performance of the system in 3-
paths frequency selective Rayleigh fading channel is evaluated by computer simulation. Finally,
section 4, offers some conclusions.
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- MULTICODE DS-CDMA WITH FDE AND ANTENNA DIVERSITY

Transmission System Model

Transmission system model for multicode DS-CDMA using FDE and antenna diversity
combining is illustrated in Fig.(1). At the transmitter, the data modulated symbol sequence is serial-
to-parallel (S/P) converted into U parallel data streams {d;(t); i=0~U-1} which are then spread using
U orthogonal spreading sequences {ci(t); i=0~U-1} having a spreading factor of SF. The Resultant
U chip sequences are summed to form the orthogonal multicode DS-CDMA signal, which then
divided into blocks of N chips each and then, the last Ny chips of each block is copied as a cyclic
prefix and inserted into the guard interval (GI) at the beginning of each block to form a frame of
(Nc+Ng) chips. Figure (2) illustrates the frame structure, (T. Itagaki etal, 2004 and K. Takeda etal,
2004).

The Gl-inserted chip sequence is transmitted over a frequency-selective fading channel and is
received by N, diversity antennas at the receiver. After the removal of GlI, the received chip
sequence on each antenna is decomposed by Nc-point FFT into N. subcarrier components. Then,
joint FDE and antenna diversity combining is carried out. Finally, inverse FFT (IFFT) is applied to
obtain the equalized and diversity combined time-domain chip sequence for multicode despreading
and parallel-to-serial (P/S) converted for data demodulation , (T. Itagaki etal, 2004 and K. Takeda
etal, 2004).

co(t)

Insertion 5(t)
Input Data ofGI ——*

| Modulation

S/P

Transmitted data

cu-1(t)

Walsh-Hadamard codes

(a) Transmitter

- - -
Received data
#N-1 () o
T — | [

o'p
S $ We) ] data
40 i 00 pave = 1 LL'_._L # Demoedulation |—
t o D
AWGN B
D
— RuN-L0# B
Wa(Ne-1) Walsh-Hadamard codes

(b) Receiver

Fig. (1) Transmission system model for multicode DS-CDMA with Joint

FDE and antenna diversity combining.
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l Copy

GI |5F clups|SF chups| - - - I

Ngchips N chips time

Fig.(2) Frame structure.

Received Signal

The propagation channel is assumed to be a frequency-selective fading channel having L
discrete paths, each subjected to independent fading, where the time delay of the Ith path (I =0 ~ L-
1) is assumed to be 1. The chip sequence {rm(t); m=0~N,-1, t= -Ng~Nc-1} received on the mth
antenna can be represented as (T. Itagaki etal, 2004 and K. Takeda etal, 2004):

L-1
fn®= D, hot S(t ) + D), 1)
1=0
where, hy is the complex path gain of the Ith path experienced at the m-th antenna and , s(t) is the
transmitted chip sequence (t = —Ng ~ N¢ -1), and np(t) is the additive white Gaussian noise
(AWGN).

After removal of Gl from the received chip sequence {rm(t)}, Nc-point FFT is applied to
decompose {rn(t); t = 0 ~ N¢-1} into N subcarrier components {Rm(k); k=0~ N¢-1}. The kth
subcarrier component Rp(K) can be written as (T. Itagaki etal, 2004 and K. Takeda etal, 2004):

Ri(k) = Hin(k)S(K) + Nia(K), )

Where, S(k), Hn(k) and Ny (k) are the kth subcarrier components of the transmitted Nc-chip signal
sequence {s(t); t=0 ~ N.-1}, the channel gain and noise component due to the AWGN, respectively.
They are given by (T. Itagaki etal, 2004 and K. Takeda etal, 2004):

~ N.-1
S0 = X s() exp(2nk-)
< Ho®= D hm exp(-jznk;—'), @3)
I=0 c
B N.-1 . L
&nm(k) = Z Nm(t) exp(-j2rk N )
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Then, joint one-tap FDE and antenna diversity combining is carried out to obtain (T. Itagaki etal,
2004 and K. Takeda etal, 2004):

N, -1
Ron (9= 2 Refk) Wa(K), @

m=0

where Wy (k) is the equalization weight. MMSE equalization, MRC equalization and ZF
equalization are used in this work.

Two methods of FDE are considered in this work to calculate the equalization weight; the first
method is based on FFT (T. Itagaki etal, 2004 and K. Takeda etal, 2004), while the second method
is based on circulant matrices (Y. YANG, 2003).

2.2.1 FDE Based on FFT
FDE based on FFT is much faster than FDE based on circulant matrices. The frequency domain
MMSE equalization weight Wy(k) for kth subcarrier is given by, (F. Adachi etal, 2003):

H,, (k)

Nr—1 2 u Es -1
;IHm(k)l +[SF(NO)} (5)

Wi(k) =

where, (Es /No) is the average received signal energy per symbol to-single-sided power spectrum
density of AWGN process ratio and * denotes complex conjugation.

In this work, the below two FDE methods, (T. Itagaki etal, 2004 and K. Takeda etal, 2004) are
used in addition to MMSE-FDE, (F. Adachi etal, 2003).

 H.(K)  MRC-FDE
(6)
) = < H 1 (k)
= —~ . ZF-FDE
> H L (K
\ m=0
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FDE Based on Circulant Matrices

Let h = [ h(0), h(1), .....h(L-1) ] is the equivalent discrete time channel impulse response
(CIR). The N x N channel matrix H is circulant with its (k,1)th entry given by h((k-I) mod N); or
looks like (Y. YANG, 2003):

h(0) 0 - h(L-1) - h(1)
h1 h@© - 0 |
| h(1) h(L-1)
v | e h(0) 0 (1)
; h(L-1) 5

Since H is a circulant matrix, it can be expressed in term of its eigenvalues and associated
eigenvectors, i.e., eigen-decomposition, as follows (Y. YANG, 2003):

H=F AFy (8)

where, Fy is the orthonormal discrete Fourier transform (DFT) matrix whose (k,l)th entry is given
by Fii =N exp(-j2nkl/N), where 0<k,| <N-1;and A is a diagonal matrix with its (k,k) element

N-1
equal to the kth DFT coefficient of the channel impulse response, i.e., Ak :Z h(n) exp(-j2znk/N).

n=0
It is also noteworthy that the N x N matrix Fy is unitary, i.e., F'=F . Here, the superscript H

denotes complex conjugate transpose. The diagonal of A contains uniformly sampled samples of
channel frequency response (Y. YANG, 2003).

After discarding CP at the receiver, the received time domain block is transformed to frequency
domain by means of N-point DFT operations. Then, based on the eigen-decomposition property of
circulant matrix H, the input-output relationship can be described as (Y. YANG, 2003):

R(i)=Fn r(i)=Fy F{ A Fy s(i) + Fy n(i)

= A S(K) + N(K) (9)

where, s(i), and n(i) are the ith transmitted block and corresponding noise vector, both of them of
size N.
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The coefficients of FDE based on circulant matrices are given by (Y. YANG, 2003):

/

AP (A AT+ In)", MMSE-FDE

SNR

W)= < AM MRC-FDE (10)

, ZF-FDE

1
_ A
where, SNR is a signal-to-noise ratio.

Chip Interleaver

Chip interleaver is a channel interleaving method used for DS-CDMA mobile radio. Chip
interleaver scrambles the chips associated with a data symbols so that the channel gains experienced
by neighboring chips are highly uncorrelated. By doing so, the resultant transmission channel can
be transformed into highly time-selective or highly memoryless channel, (D. Garg etal, 2002 and D.
Garg etal, 2005).

The proposed chip interleaver interleaves the chip sequence obtained after spreading. Figure (3)
illustrates the chip interleaver structure, (D. Garg etal, 2002). It is a block interleaver with columns
equal to the number of chips to be transmitted (N¢) and rows equal to Ng. The chip sequence to be
transmitted is written column-wise and read row-wise. At the receiver, the received chip sequence
is written and read in an opposite manner in the chip de-interleaver before despreading. The number
of rows in chip interleaver is chosen to be larger than SF, which is given by, (D. Garg etal, 2005):

SF *a
N

c

NR:

(11)

where, Ng is the number of rows in chip interleaver and a is the number of data in each substream.

—* Read
N, chips

-

¥

Ny chips

— .
Write

Fig.(3) Chip Interleaver Structure.
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- COMPUTER SIMULATION
The parameters that have been used in simulation are listed in Table (1). This system is
software implemented with MATLAB 7.0 technical programming language.

Table 1 Simulation Parameters.

Parameter Value
Data rate 3MHz
No. of transmitted bits 100000
Modulation type QPSK
Spreading code type Walsh code
Spreading Factor SF=4, 8, 16, 32
No. of parallel codes U=4
No. of FFT points N. =256
Cyclic prefix interval Ng=32 (chips)
fading channel Rayleigh fading channel
model (Jakes model)
Doppler Frequency f4=10 Hz
No. of channel paths L=3
No. of receiver antennas N=1,2, 4
Frequency-Domain MMSE-FDE, MRC-FDE,
Equalization Types ZF-FDE
SNR 0,2,...,22) dB

BER Performance Comparison of Multicode DS-CDMA with MMSE-FDE Based on FFT and

Circulant Matrices Methods:

Figure (4) shows the BER performance versus SNR of multicode DS-CDMA system with
MMSE-FDE using FFT method and circulant matrices method, in three paths Rayleigh fading
channel, for SF=4 and 16. It can be seen that the FFT method gives better BER performance than
circulant matrices method. Moreover, FDE based on FFT is much faster than FDE based on
circulant matrices.
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Fig.(4) BER performance of multicode DS-CDMA with MMSE-FDE based on FFT and Circulant
Matrices methods in 3-paths Rayleigh fading channel.

Since FDE based on FFT method achieves better BER performance. Hence, in the following
results, only this method is used.

BER Performance Comparison of Multicode DS-CDMA with MMSE-FDE, MRC-FDE and
ZF-FDE Techniques:

The BER performances versus SNR of multicode DS-CDMA system using different values of
spreading factor (SF), with joint MMSE-FDE, MRC-FDE, and ZF-FDE in three paths Rayleigh
fading channel are illustrated in Figs.5(a), 5(b), and 5(c), respectively.

The BER performance is improved when SF is increased for all types of FDE. The MMSE
equalization always achieves better BER performance as compared to MRC and ZF equalization.
The MRC equalization achieves poor performance (BER floor) for SF=4, due to the larger ICI
(intercode interference) produced by the enhanced frequency-selectivity, but when SF=8, 16, and
32, the MRC equalization achieves almost the same BER performance as MMSE equalization since
the ICI can be sufficiently suppressed during the despreading process. The ZF equalization achieves
good performance at high SF and at high SNR values only, because the ZF equalization leads to
noise enhancement.
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Fig.(5) BER performances of multicode DS-CDMA using MMSE-FDE, MRC-FDE
and ZF-FDE techniques.
Error Rate Performance of Multicode DS-CDMA with FDE and Fading Rate as a Parameter:
Figure (6) illustrates the BER performance versus SNR of multicode DS-CDMA system in 3-
paths Rayleigh fading channel using SF=16, and fading rate (f;*Tpi) as parameter, where f4=10 Hz
and 200 Hz. To= ((Nc+Ng)*T¢), here T is chip duration. Joint MMSE-FDE, MRC-FDE, and ZF-
FDE are used.

In this work, block fading is assumed, where the path gains stay constant over one frame
duration. For SF=16 and f4*Tk=4.8e-4, the BER performance is better than f4*T,k=9.6e-3, because
as fy is increased (fast fading), the path gains of the channel do not stay constant during one frame
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duration. The MMSE equalization still achieves better BER performance as compared with MRC
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Fig.(6) BER performance of multicode DS-CDMA with frequency domain equalizers and fading
rate as a parameter (f;=10 & 200 Hz).

Since the MMSE equalization always achieves better BER performance. Hence, in the
following results, only MMSE equalization is used.

The Effect of Chip Interleaver on the Performance of Multicode DS-CDMA with MMSE-
FDE:
Figure (7) shows the BER performance versus SNR of multicode DS-CDMA system using chip

interleaver with MMSE-FDE in three paths Rayleigh fading channel, for SF=4 and 8. With chip
interleaving, the BER performance improves as SF increases, when SF=4 (8), about 1dB (2dB)
improvement is seen in the SNR required for a BER=10",
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Fig.(7) BER performance of multicode DS-CDMA with MMSE-FDE and chip interleaving
in 3-paths Rayleigh fading channel.
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- Error Rate Performance of Multicode DS-CDMA with MMSE-FDE and Space Antenna
Diversity:

Figure (8) shows the BER performance versus SNR of multicode DS-CDMA system with
MMSE-FDE and space antenna diversity (N,=1,2, and 4) in three paths Rayleigh fading channel for
SF=4.

It can be clearly seen that the use of antenna diversity combining is always beneficial, where as
the number of branches (N;) is increased, the BER decreases.

It can be seen from Fig.(8) that when BER=10", there is about (2.4)dB and (4)dB improvement
for N,=2 and N,=4, respectively.

2 —e—ng diversity M= |
| =B two branchg Nr=2 [T
“| =% four branchs Nr=4 |f ' ' ' ! ' ; !
10 I I I \ I \ I \ I \ I
0 2 4 B g 10 12 M4 1 18 m 2

Fig.(8) BER performance of multicode DS-CDMA with MMSE-FDE and space antenna diversity
in 3-paths Rayleigh fading channel.

The Effect of Changing the Number of Codes and Spreading Factors on the Performance of
Multicode DS-CDMA with MMSE-FDE:

Figure (9) shows the BER performance versus SNR of multicode DS-CDMA system using
different number of parallel codes and spreading factors with joint MMSE-FDE in three paths
Rayleigh fading channel.

When the value of U/SF (which represents intercode interference (ICI)) becomes smaller, the
effect of ICI becomes less and less and thus, the achievable BER performance improves. A
mathematically extreme case is when (U/SF)— 0 (i.e., ICI is neglected) (K. Takeda etal, 2004).

It can be clearly seen from Fig.(9) that when the amount of ICI is the same for multicode
transmission, the BER performance is improved as SF is increased.
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Fig.(9) Performance of multicode DS-CDMA with MMSE-FDE in 3-paths Rayleigh fading channel
with different codes and spreading factors as a parameter.

- CONCLUSIONS

In this paper, joint frequency-domain equalization and antenna diversity combining was
presented for improving the orthogonal multicode DS-CDMA signal transmission performance in a
frequency-selective Rayleigh fading channel and the achievable BER performance was evaluated
by computer simulation. It was found that the FDE based on FFT method gives better BER
performance than circulant matrices method. Moreover, FDE based on FFT consumes less time and
therefore, it is much faster than FDE based on circulant matrices. The BER performance using
MMSE, MRC and ZF equalization were compared and the MMSE equalization gives the best BER
performance. Also, it was found that as the spreading factor increases, the equalization schemes
improve the BER performance since the ICI produced by the frequency-selectivity can be
effectively suppressed during the despreading process.

Chip interleaver was also introduced to exploit the time selectivity of the channel in multicode
DS-CDMA system with MMSE-FDE. It was shown by computer simulations that the chip
interleaving improved the BER performance as SF is increased. Finally, space antenna diversity
was presented in this paper to improve the BER performance of DS-CDMA with MMSE-FDE. It
was shown that the use of antenna diversity is powerful to improve the BER performance, where as
the number of branches is increased, the BER performance decreases and the complexity of the
system becomes expensive.
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