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ABSTRACT 

Presented in this paper is a new study of the damaging effect of the tank loads on flexible 

pavements. The equivalent load was developed on the basis of mechanistic - empirical approach. It 

was found that the damaging effect of the studied tank loads is 0.898 to 2.356  times the damaging 

effect of the standard 18 kips (80 kN) axle load. It was found that the damaging effect of tank 

braking forces is 2.375 times the damaging effect of tank weight only in terms of tensile stain 

(fatigue cracking). It was found that the damaging effect of tank turning maneuver is 1.216 times 

the damaging effect of tank weight only in terms of tensile stain (fatigue cracking). These loads 

have also severe damaging effects on the functional serviceability of the surface of asphalt layer. 

 

KEY WORDS: Tanks, AASHTO, Equivalency Factors, Braking Forces, Turning Maneuver, 

Flexible Pavement, and Damaging Effect. 

 

 عمى التبميط للإسفمتي الاتحمركة حمال  للببلبل التخريبي لأ تأثيرال
 سعود عبدالعزيز سمطان.د

 العراق. بغداد, قسم هندسة الطرق والنقل، كمية الهندسة، الجامعة المستنصرية 
 الخلاصة

دراسة جديدة لمتأثير التخريبي لأحمال الدبابات المتحركة عمى التبمييط اسسيتمتي مين خيبل دبجياد معيامبت لميتو المكا وية لهيا ولأول 
لقييد وجييد أن تييأثير الأحمييال التخريبييية  لمدبابيية التييي تمييت درسييتها يتييراو  بييين . التجريبييي –مييرة وباسييتخدام طريقيية الحييل الميكييانيكي 

 ولقييد وجييد أن التييأثير التخريبييي لقييول التوقييل  لمدبابيية التييي تمييت درسييتها هييو . رة تييأثير حمييل لمييتو القياسيييميي2.356  - 0.898

ميرة بقيدر 1.216 مرة بقدر التأثير التخريبي لوزن الدبابة و أن التأثير التخريبي لمناورة الدوران لمدبابة التيي تميت درسيتها هيو 2.375
 .ألى التأثيرات التخريبية الأخرل عمى الخواص الوظيتية لطبقة اسستمت السطحية التأثير التخريبي لوزن الدبابة أضا ة

 
  . و التأثير التخريبي, التبميط الارن, انلورة البوران, قوى الاحمتكلك,  اعلالا  اكلفئة, آشتو, ببلبل : الكمال  الرئيسية

- INTRODUCTION 
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- Static Analysis 

Road projects are considered the most important and expensive part of the civil infrastructure and 

the progress backbone of any nation's economy all over the world. The planning, design, 

construction, and maintenance of roads attracted and attracting more importance. The effect of the 

traffic using these roads should be focused upon carefully from the standpoint of pavement 

structural design. Yoder and Witczak (1975) reported that this effect includes among other 

considerations, the expected vehicle type and the corresponding number of repetitions of each type 

during the design life of the pavement. The effect of various types of vehicles (and axles 

distribution) on the structural design of road pavement is considered by means of the approach of 

axle load equivalency factor. In this approach, a standard axle load is usually used as a reference 

and the damaging effect of all other axle loads (corresponding to various types of axles) is 

expressed in terms of number of repetitions of the standard axle. 

  

The AASHTO standard axle is the 18 kips (80 kN) single axle with dual tires on each side 
(2)

. Thus, 

the AASHTO equivalency factor defines the number of repetitions of the 18 kips (80 kN) standard 

axle load which causes the same damage on pavement as caused by one pass of the axle in question 

moving on the same pavement under the same conditions. 

 

The AASHTO equivalency factor depends on the axle type (single, tandem, or triple), axle load 

magnitude, structural number (SN), and the terminal level of serviceability (pt). The effect of 

structural number (SN) and the terminal level of serviceability (pt) are rather small; however, the 

effect of axle type and load magnitude is pronounced (Razouki and Hussain, 1985). 

 

There are types of vehicle loads that not included in the AASHTO road test such as the heavy 

military tanks that move on paved roads occasionally during peace times and frequently during war 

times.  The effect of these tank loads on flexible pavements is not known, and not mentioned in 

the literature up to the capacity of the author's knowledge. Therefore, this research was carried 

out to find the equivalency factors based on AASHTO method and the damaging effect of T family 

of military tanks. There are two main approaches used by researchers to determine the equivalency 

factors, the experimental and the mechanistic (theoretical) approach. A combination of two 

approaches was also used by Wang and Anderson (1979). In the mechanistic approach, some 

researchers adopted the fatigue concept analysis for determining the destructive effect
 
(Havens, 

1979), while others adopted the equivalent single wheel load procedure for such purposes 

(Kamaludeen, 1987). The mechanistic empirical approach is used in this research depending on 

fatigue concept. 

 

 Following Yoder and Witczak (1975), the equivalent wheel load factor defines the damage per pass 

caused to a specific pavement by the vehicle in question relative to the damage per pass of an 

arbitrarily selected standard vehicle moving on the same pavement system: 

 

                                             dj             Nfs 

EWLF = Fj = (——) = (———)                                                                   (1)  

                          ds             Nfj 

                                                                                                           

where, EWLF = Fj = equivalent wheel load factor, dj = (1/ Nfj), ds = (1/ Nfs), dj & ds = damage per 

pass for the jth vehicle and the standard vehicle respectively, and Nfj & Nfs = number of repetitions 

to failure for the jth vehicle and the standard vehicle respectively. 

AASHTO (1986) design method recommended the use of 18 kips (80 kN) standard axle with dual 

tires on each side, thus, the AASHTO equivalency factor Fj becomes: 

                              dj             N18 

Fj = (——) = (———)                                                                                   (2) 
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           ds             Nfj   

 

where, N18 & Nfj = number of repetitions to failure for the 18 kips standard single axle and the jth 

axle respectively. 

 

 Following Yoder and Witczak (1975) fatigue results of asphalt concrete have shown that the 

number of repetitions to failure can be related to the tensile strain in the form of: 

 

                                      1 

Nf  =  kq (—— )
c
                                                                                            (3) 

                                      εq 

 

where, ε = the maximum principal tensile strain, k and c represent regression constants, and the 

subscript q is the test or pavement temperature (modulus). 

Using this equation, the Fj in equation (2) above for any vehicle can be expressed by: 

 

           εj 

Fj = (——)
c
                                                                                                    (4) 

           εs 

Yoder and Witczak (1975) reported that both laboratory tests and field studies have indicated that 

the constant c ranges between 3 and 6 with common values of 4 to 5. 

 

Van Til et. al. (1972) and AASHTO (1986) recommended two fatigue criteria for the determination 

of AASHTO equivalency factors namely, the tensile strain at the bottom fiber of asphalt concrete 

and the vertical strain on sub-grade surface. AASHTO (1986) reported a summary of calculations 

for tensile strain at the bottom fiber of asphalt concrete (as fatigue criterion) due to the application 

of 18 kips standard axle load on flexible pavement structures similar to that of original AASHTO 

road test pavements. Also, AASHTO
 
(1986) reported a summary of calculations for vertical 

compressive strain on sub-grade surface (as rutting criterion) due to the application of 18 kips 

standard axle load on flexible pavement structures similar to that of original AASHTO road test 

pavements. The AASHTO (1986) calculated strains are function of the structural number (SN), the 

dynamic modulus of asphalt concrete, the resilient modulus of the base materials, the resilient 

modulus of roadbed soil, and the thickness of pavement layers. These reported AASHTO (1986) 

strains which represent (εs) in equation (4) above in addition to Van Til et. al. (1972) & Huang 

(1993) reported experimental values for the constant c in equation (4) above for different pavement 

structures. Huang (1993) reported that in fatigue analysis, the horizontal minor principal strain is 

used instead of the overall minor principal strain. This strain is called minor because tensile strain is 

considered negative. Horizontal principal tensile strain is used because it is the strain that causes the 

crack to initiate at the bottom of asphalt layer. The horizontal principal tensile strain is determined 

from: 

                 
where, εr = the horizontal principal tensile strain at the bottom of asphalt layer, εx = the strain in the 

x direction, εy = the strain in the y direction, γxy = the shear strain on the plane x in the y direction. 

Therefore, (εr) of equation (5) represents (εj) of equation (4) and will be used in fatigue analysis in 

this research. These two criteria were used in this research to determine the AASHTO equivalency 



S. A. Sultan                                                                                                                   Damaging Effect Of Moving Tank Loads 

                                                                                                                            On Flexible Pavement 

 

 3825 

factors of T family of military tanks. The tensile strains at the bottom fiber of asphalt concrete and  

vertical compressive strains on sub-grade surface of similar pavement structures to that of 

AASHTO road test as reported by AASHTO (1986)  were calculated under T-72 military tank in 

this research. Also, a comparison was made between different calculated three-direction strains 

under T-72 military tank at the surface of flexible pavement and that of AASHTO 18 kips standard 

axle to study the damaging effect of these tanks on the functional features of the asphalt layer. 

KENLAYER computer program (DOS version by Huang, 1993) was used to calculate the required 

strains and stresses in this research at 400 points each time in three dimensions at different locations 

within AASHTO reported pavement structures under T-72 military tank. 

 

- Dynamic Analysis 

 

Moving Load and Braking Forces 

AASHTO (1986) equivalency factors are determined based on static vehicle loads.  Huang (1993) 

found in his simplified closed form solution of moving loads on flexible pavement that the effect of 

moving load on flexible pavement is less than the effect of static load because the maximum value 

of the moving load is equal to the value of static load at a certain point of time (haversine 

function).Therefore, the maximum damaging effect of moving load on flexible pavement is less 

than the damaging effect of the same load in static condition.  Garber and Hoel (2002) reported that 

the maximum braking force (F) of a vehicle moving on a level road is equal to the maximum 

frictional force, which equals to the product of the weight of the vehicle (W) times the coefficient of 

friction (f ): 

 

F = W x f                                                                                                       (6) 

 

where, F = maximum braking force, W= weight of vehicle, and f = coefficient of friction. They 

reported that AASHTO represents the friction coefficient as (a/g), where a = vehicle deceleration 

and g = acceleration of gravity 9.81 m/sec
2
 (32.2 ft/sec

2
) to ensure that the pavement will have and 

maintain the coefficient of friction (f). 

 

F = W x (a/g)                                                                                               (7) 

 

They reported that AASHTO recommended that a comfortable deceleration rate of 3.41 m/sec
2
 

(11.2 ft/sec
2
) should be used. Also, they reported that many studies have shown that when most 

drivers need to stop in an emergency the deceleration rate is greater than 4.51 m/sec
2
 (14.8 ft/sec

2
). 

Substituting the value of deceleration rate of 3.41 m/sec
2
 (11.2 ft/sec

2
) in equation (7) gives a value 

of 0.348W for the allowed braking force (F) by AASHTO. In the same way, a maximum value of 

braking force can be found to be 0.46W for an emergency stop. 

 

Therefore, the maximum damaging effect of a moving vehicle trying to stop equals to the damaging 

effect of its static vertical weight plus an additional value of a static horizontal force of 0.496W at a 

certain point of time during braking process. These braking forces are tangential stresses in addition 

to the normal weight of the tank. Poulos and Davis (1974) reported closed form solution for 

uniform horizontal stresses applied on a circular area placed on two layers pavement structure. This 

closed form solution will be used in this study to evaluate the damaging effect of tank braking 

forces on the asphalt pavement in terms of AASHTO equivalency factors as mentioned in section 1 

above. For the purpose of the analysis of braking force the modulus of the sub-grade layer will be 

chosen to be similar to the modulus of the base layer in order to use the two layer pavement 

structure as mentioned in section 1 above. 

The damaging effect of braking force on the flexible pavement structure is not mentioned in 

the literature up to the capacity of the authors knowledge, therefore the damaging effect of 
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braking force will be studied to determine the value of this damage in comparison with the damage 

caused by weight only.  

 

Turning Maneuver of a Tank 

It was noticed that when a tank or any tracked vehicle tries to carry out a turning maneuver 

tangential stresses are applied to the surface of asphalt pavement. These stresses are generated by 

the relative movement of one side of the track while the other is not in movement (locked). These 

stresses are tangential stresses in addition to the normal weight of the tank. These stresses can be 

simulated by two opposite directions. 

 

Poulos and Davis (1974) presented closed form solution for uniform horizontal stresses applied on a 

circular area placed on two layers pavement structure. This closed form solution will be used in this 

study to evaluate the damaging effect of tank turning maneuver on the asphalt pavement as 

mentioned in section 1 above. For the purpose of the analysis of turning movement the modulus of 

the sub-grade layer will be chosen to be similar to the modulus of the base layer in order to use the 

two layer pavement structure as mentioned in section 1 above. The damaging effect of the tank 

turning movement on the flexible pavement structure is not mentioned in the literature up to 

the capacity of the authors, therefore the damaging effect of turning movement forces will be 

studied to determine the value of this damage in comparison with the damage caused by tank weight 

only.  

 
- CHARACTERISTICS OF T FAMILY OF MILITARY TANKS 
 

The characteristics of T family of military tanks which required in this research are their three 

dimensions (height, length, and width) in addition to weight. The width and length of the tank track 

in contact with the surface of flexible pavement are required, also. These features were obtained 

from the brochure of the manufacturing company (Uralvagonzavod, 2009) and the website (Fas, 

2009). The width and the length of the track in contact with the surface of asphalt pavement were 

measured from the available tank markings on the surface of asphalt concrete pavements at different 

locations. Figure (1) and Figure (2) were prepared to show the obtained characteristics of T family 

of military tanks. The combat weight of this tank of 41 tons was taken for the purpose of analysis as 

the gross tank load (Fas, 2009). 

 

 
 

Figure (1): T-72 military tank (Uralvagonzavod, 2009). 
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Figure (2): Dimensions of T-72 military tank
 
(Fas, 2009). 

 

- ANALYSIS METHODOLOGY 

 

The simulation of T-72 military tank loads 

T-72 military tank was used to represent T family of military tanks (main combat tank (Fas, 2009)) 

that is widely used. The length of the track of the tank that in direct contact with the ground was 

taken as 4.50 m as shown in Figure (2) above.  

 

This length value was obtained from the brochure of the manufacturing company (Uralvagonzavod, 

2009) and the website (Fas, 2009) in addition to that this width value was found to be almost equal 

to that measured from markings left on the surface of asphalt layer at different locations. The value 

for the width of the track of 0.55 m was taken in the analysis.  

The simulation of tank loads in this analysis was taken as shown in Figure (3) which represents the 

(0.55 m x 4.50 m) track on each side of the tank. This track area was simulated by 9 circular areas 

on each side of the tank with a radius of (0.240 m) each to take the maximum contact width of the 

track into consideration and to keep the same tank load without change.  
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Figure (3): Simulation of the distribution of tank loads on the surface of flexible pavement for 

analysis purposes. 

 

AASHTO equivalency factors of T-72 military tank loads  
Three-layer pavement structure was taken as mentioned in the introduction above to simulate 

AASHTO original road test pavements as shown in Figure (4). 

  

 
 

Figure (4): The layout of the tank on the pavement for analysis purposes. 
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Only one set of values for the modulus of asphalt layer (E1=1035.5 MPa), the base layer (E2=103.5 

MPa), and the sub-grade modulus (E3=51.7 MPa) was taken from the original AASHTO road test 

because it is similar to the modulus values of local materials in practice (Kamaludeen, 1987). 

AASHTO Poisson's ratio (μ1) = 0.4 for asphalt layer, (μ2) = 0.35 for base layer, and (μ3) = 0.4 for 

sub-grade layer were taken for the purpose of this analysis (Yoder and Witczak, 1975). 

 

Figure (5), Figure (6), and Figure (7) were prepared to show the calculated tensile strains in the 

direction of x, y, and r at the bottom fiber of asphalt concrete layer respectively under the T-72 

military tank. These calculated strains were for the AASHTO pavement structure shown in Figure 

(4) and for the simulation shown in Figure (3) above for the layout of T-72 tank loads. These strains 

were obtained for 400 calculating points for each one of these Figures using KENLAYER computer 

program (DOS version by Huang, 1993). Figure (8) was prepared to show the calculated vertical 

compressive strains on the surface of sub-grade layer of AASHTO pavement structure shown in 

Figure (4) under T-72 military tank. These strains were obtained for 400 calculating points using 

KENLAYER computer program (DOS version by Huang, 1993). It was found that the calculated 

vertical compressive strains on the surface of sub-grade layer under T-72 military tank are much 

more conservative than calculated tensile strains in the direction of x, y, and r at the bottom fiber of 

asphalt concrete layer in comparison with their similar type of strains reported by AASHTO
 
(1986), 

as shown in Figure (5) to Figure (8). Therefore, the rutting criterion governed and was used to 

calculate the AASHTO equivalency factors of T-72 military tank.  

 
 

Figure (5): Tensile strain in the x direction (εx) at the bottom fiber of asphalt layer (t1=7.6 cm 

and t2=56.6 cm). 

The maximum calculated vertical compressive strains on the surface of sub-grade layer under T-72 

military tank for the AASHTO (1986) pavement structures are summarized in Table (1). The 

AASHTO (1986) reported maximum vertical compressive strains on the surface of sub-grade layer 

for the AASHTO pavement structures under the standard 18 kips (80 kN) are shown also in Table 

(1). The values for the constant c of equation (4) for each one of AASHTO (1986) pavement 
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structures were obtained from Van Til et. al.
 
(1972). The AASHTO equivalency factors of T-72 

military tank were calculated using equation (4) are shown in Table (1). 

 
Figure (6): Tensile strain in the y direction (εy) at the bottom fiber of asphalt layer (t1=7.6 cm and 

t2=56.6 cm). 

 
 

Figure (7):  Horizontal principal tensile strain at the bottom of asphalt layer (εr) (t1=7.6 cm and t2=56.6 

cm). 
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Figure (8): Vertical strain in the z direction (εz) on the surface of sub-grade layer (t1=7.6 cm 

and t2=56.6 cm). 

 

Table (1): AASHTO equivalency factors of T-72 tank using rutting criterion and for tank load 

simulation (Figure (3)). 
 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(1)
AASHTO (1986) maximum vertical strain (εz) on the sub-grade surface under the standard 18 kips 

(80 kN) axle load for terminal of serviceability (Pt) of 2.0.  
(2) 

 Calculated maximum vertical strain (εz) on the sub-grade surface under the T-72 military tank for 

simulated layout of tank loads as shown in Figure (3) above. 

Modulus Layer 1 = 1035.5 MPa, μ1 = 0.40 

Modulus Layer 2 = 103.5  MPa, μ2 = 0.35 

Modulus Layer 3 = 51.7 MPa, μ3 = 0.40 

Tank 

AASHTO 

Equivalency 

Factor 

 

c 

 

SN 

Vertical 

strain 

(εz) on 

sub-grade 

Source of 

Data 

 

Thickness 

Layer 2 

cm 

 

Thickness 

Layer 1 

cm 

0.898 3.54 4 0.0004330 AASHTO
(1)

 56.64 7.62 

0.898 3.54 4 0.0004200 Calculated
(2)

 56.64 7.62 

0.600 3.43 4 0.0005280 AASHTO
(1)

 47.50 10.16 

0.600 3.43 4 0.0004550 Calculated
(2)

 47.50 10.16 

1.397 3.43 5 0.0003420 AASHTO
(1)

 59.18 12.70 

1.397 3.43 5 0.0003770 Calculated
(2)

 59.18 12.70 

1.280 3.43 5 0.0003740 AASHTO
(1)

 50.04 15.24 

1.280 3.43 5 0.0004020 Calculated
(2)

 50.04 15.24 

2.356 4.29 6 0.0002940 AASHTO
(1)

 52.58 20.32 

2.356 4.29 6 0.0003590 Calculated
(2)

 52.58 20.32 
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Damaging Effect of Braking Forces 

It was mentioned in section 1-2-1 above that closed form solution of uniformly distributed 

horizontal load on a circular area on the two layers pavement structure 
(10)

 will be used to study the 

effect of braking force of the tank on asphalt pavement structure. Figure (9) was prepared to 

simulate the distribution of tank braking force on pavement structure. Three-layer pavement 

structure was taken as mentioned in the introduction above to simulate AASHTO original road test 

pavements as shown in Figure (4).  

 

Only one set of values for the modulus of asphalt layer (E1=1035.5 MPa), the base layer (E2=103.5 

MPa), and the sub-grade modulus (E3=103.5 MPa) was taken from the original AASHTO road test 

because it is similar to the modulus values of local materials in practice (Kamaludeen, 1987) and 

allows the use of two layers closed form solution because E2 = E3. AASHTO Poisson's ratio of 0.5 

was taken for asphalt layer, base layer, and for sub-grade layer for the purpose of this analysis (the 

effect of Poisson's ratio is very small on analysis results, Huang, 1993).  

 

Figure (10) was prepared to show the horizontal principal tensile (εr) under the tank due to 

horizontal braking forces combined with tank weight. Figure (11) was prepared to show the 

maximum vertical strain (εv) under the tank due to horizontal braking forces combined with tank 

weight. Table (2) was prepared to the results of braking force analysis. 

 

 

 
 

Figure (9): Simulation of tank braking forces distribution for analysis purposes. 
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Figure (10):  Horizontal principal tensile strain (εr) due to braking force combined with tank 

weight as shown in figure (9),(t1=7.6 cm and t2=56.6 cm). 

 

Damaging Effect of Tank Turning Maneuver 

It was mentioned in section 1-2-1 above that closed form solution of uniformly distributed 

horizontal load on a circular area on the two layers pavement structure 
(10)

 will be used to study the 

effect of tank turning maneuver on asphalt pavement structure. Figure (12) was prepared to simulate 

the distribution of tank turning maneuver force on pavement structure. Three-layer pavement 

structure was taken as mentioned in the introduction above to simulate AASHTO original road test 

pavements as shown in Figure (4). 
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Table (2): Effect of tank braking force. 

 

 
 

Figure (11):  Vertical strain (εv) due to braking force combined with tank weight as shown in 

figure (9), (t1=7.6 cm and t2=56.6 cm). 

 

Damaging Effect of Tank Turning Maneuver 

It was mentioned in section 1-2-1 above that closed form solution of uniformly distributed 

horizontal load on a circular area on the two layers pavement structure 
(10)

 will be used to study the 

effect of tank turning maneuver on asphalt pavement structure. Figure (12) was prepared to simulate 

Type of  

Tank Load 

Max Horizontal  

 Strain (εr) 

Max Vertical  

Strain (εv) 

weight only 0.0000940 0.0002898 

weight +Braking 0.0003000 0.0003379 

Braking only 0.0002233 0.0001243 
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the distribution of tank turning maneuver force on pavement structure. Three-layer pavement 

structure was taken as mentioned in the introduction above to simulate AASHTO original road test 

pavements as shown in Figure (4). Only one set of values for the modulus of asphalt layer 

(E1=1035.5 MPa), the base layer (E2=103.5 MPa), and the sub-grade modulus (E3=103.5 MPa) was 

taken from the original AASHTO road test because it is similar to the modulus values of local 

materials in practice (Kamaludeen, 1987) and allow the use of two layers closed form solution 

because E2 = E3. AASHTO Poisson's ratio of 0.5 was taken for asphalt layer, base layer, and for 

sub-grade layer for the purpose of this analysis (the effect of Poisson's ratio is very small on 

analysis results, Huang (1993)). Table (3) was prepared to show the results of the damaging effect 

of the tank turning movement. 

 

 
 

Figure (12): Simulation of tank turning maneuver loads distribution for analysis purposes. 

 

Table (3): Effect of tank turning maneuver forces 

. 

Type of 

 Tank Load 

Max Horizontal   

Strain (εr) 

Max Vertical  

Strain (εv) 

weight only 0.00002996 0.00009719 

weight +Turning 0.00004142 0.00009906 

Turning only 0.00003643 0.00001636 
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- COMPARISON OF T-72 TANK LOADS WITH OTHER MILITARY TANKS 

 

In order to compare the damaging effect of T-72 military tank loads with other types of military 

tanks in the world, two families of tanks were considered. The first was the American family of 

Abrams M1 military tanks and the British family of Challenger military tanks. The most important 

features of the military tanks that affect on the magnitude of the AASHTO equivalency factors of 

any tank are the weight of the tank and the area of contact with the surface of pavement, in other 

words, the contact pressure. Table (4) was prepared to compare the weight, contact area of one side 

of tank track, and the contact pressure of different types of military tanks around the world (Fas, 

2009). The contact pressure of T-72 military tank is the lowest and the damaging effect of its loads 

is the lowest too.  

 

Table (4): Comparison between features of different tanks (Fas, 2009)
.
 

 

Type of Tank  

Tank 

Property 
 

T-90 
 

 

 

T-72 

 

 

Challenger 

2 

 

Challenger 

1 

 

Abrams 

M1A1 

4.3 4.5 5.20 6.13 5.35 
Track Length 

In contact 

 (m) 

0.55 0.55 0.61 0.61 0.61 
Track Width 

In contact 

(m) 

46 41 62.5 62.5 69 
Combat 

Weight 
 (ton) 

0.095 0.081 0.097 0.082 0.104 
Contact 

Pressure 
(MPa) 

 

 

- DISCUSSION OF RESULTS AND CONCLUSION 

 

It was found that T-72 military tank has a pronounced damaging effect on flexible pavements in 

terms of AASHTO equivalency factors. The AASHTO equivalency factors of T-72 military tank 

were found to be from 0.83 to 2.36 based on rutting criterion. Increasing the thickness of the asphalt 

layer pavement increases the AASHTO equivalency factors of T-72 military tank. This means that 

the structural damaging effect of T-72 military tank on flexible pavements of major highways and 

main principal roads is much more than its damaging effect on the flexible pavement of local and 

secondary roads.  

 

It was found that the damaging effect of tank braking forces is 2.375 times the damaging effect of 

tank weight only in terms of tensile stain (fatigue cracking) as shown in table (2). It was found that 

the damaging effect of tank turning maneuver forces is 1.216 times the damaging effect of tank 

weight only in terms of tensile stain (fatigue cracking) as shown in table (3).It was found also, that 

T-72 military tank has a severe damaging effect on the functional serviceability of surface of 

asphalt layer in terms of deformation and strains due to the effect of metal track. 
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     - RECOMMENDATIONS 

 

 1-Based on the results of this study, an economic evaluation for the cost of damage that had 

been caused by the frequent movement of T family of military tanks on the national road 

network is required.  

 

 2-Another study is necessary to determine the damaging effect of military tanks on the 

national road network during summer seasons.  
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- SYMBOLS 

 

AASHTO: American Association of State Highway and Transportation Officials. 

a     : Vehicle deceleration. 

c     : Regression constant. 

dj   :  Damage per pass for the jth vehicle.  

ds   :  Damage per pass for standard vehicle. 

F    :  Maximum braking force. 

E1  :  The modulus of asphalt layer. 

E2  :  The modulus of base layer. 

E3  :  The modulus of subgrade layer. 

 

  

Fj   :   Factor of equivalent wheel load..  

f    :   Coefficient of friction. 

g   :   Acceleration of gravity 9.81 m/sec
2
.  

kq  :  Regression constant. 

N18:  Number of repetitions to failure for the 18 kips standard single axle.  

Nfj :  Number of repetitions to failure for the jth axle. 

Nfs :  Number of repetitions to failure for the jth standard vehicle. 

SN :  Structural number . 

t1   :  Thickness of asphalt layer. 

t2  :  Thickness of base layer. 

t3  :   Thickness of subgrade layer. 

Pt :   Terminal of serviceability. 

W :  Weight of vehicle. 

ε   :  The maximum principal tensile strain. 

εj  :  The strain for the jth vehicle. 
εr  :  Maximum horizontal  strain. 

εs  : The strain for standard vehicle. 

εv :  Maximum vertical strain. 

εx :  The strain in the x direction.  

εy  : The strain in the y direction. 

μ1  : Poisson's ratio of asphalt layer. 
μ2  : Poisson's ratio of base layer. 

μ3  : Poisson's ratio of subgrade layer. 

γxy : The shear strain on the plane x in the y direction. 
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ABSTRACT 

Micropiles are small diameter, cast in – place or grouted piles with steel pipes of                      

(50 to 300 mm) diameters and driven by boring machine. Despite their small wall thickness, 

high bearing capacity of micropiles provides both axial and pullout resistance. 

This paper is directed to study the behavior of micropiles under static and dynamic 

loading conditions using the finite element method. 

The program OpenSees is used in the analysis, it is open – source program, provides 

information about the software architecture, access to the source code, and the development 

process. The program is based on the basic commands, which are written in Tcl (pronounced, 

"tickle"; tool command language). 

A model for groups of laterally loaded pipe piles in sand was adopted to study the 

effect of defects on their lateral performance. The geometric arrangement consisted of group 

series of 2, 4 and 6 equally spaced piles. Eight node brick elements are used to model the pile 

and the surrounding soil. 

It was concluded that the deflection of laterally loaded piles decreases when inserting 

steel micropiles beside the defect pile at two opposite directions. The increase in the group 

deflection is greater when the defected pile is modeled in the front row. 
 

 كبديل عن الركائز المتضررة بطريقت العناصر المحددة استعمال الركائز المصغرة عنتحري 

 :الخلاصة

-05) اما ان تصب موقعيا او بواسطة ادخاا  ااابياب يديدياة ب طار , هي ركائز تكون باقطار صغيرة , كائز المصغرةالر
على الرغم من ان الركائز المصاغرة ذا  سامق قليا  الا ان التيما  . ملم ويتم ادخا  هذه الااابيب بواسطة آلة ث ب( 055

 .ورية وم اومة ل وى السيبالعالي للركائز المصغرة يعطي م اومة للايما  المي

ايو دراساة تصارا الركاائز المصاغرة تيا  تالاثير الايماا  السااكاة والايماا  الديااميكياة  البيث موجهان هذه            
 وباستخدام طري ة التيلي  بالعااصر الميددة                                                                                 
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وهو براامج عام ي وم بتزويد معلوما  الكترواية عن الماشلا , في التيلي   (OpenSees)البراامج  تم اعتماد           
ان هذا البراامج يعتمد على اوامر لغة . ويكون خاضعاً لمجموعة قوااين ميددة وكذلق يعتمد على طبيعة تطور المعالجة

                                                                                               (.Tool Command Language) لما يسمى بلغة ادوا  الاوامر هي مختصرو  و (Tcl)الياسوب والتي تكتب بلغة 

الخل  في تم تباي دراسة اموذج من مجموعة من الركائز الميملة جاابيا في تربة رملية لغرض دراسة تاثير  
ركائز موزعة  6و  4, 2الركائز تتلالا في هيئتها من مجاميع مكواة من . فعالية السلوق الجاابي للركائز الركائز على

 (Eight-node brick elements)ذا  ثمااية ع د طابوقية  ميددةتم استخدام عااصر . على مسافا  متساوية فيما بياها
 .لتمثي  الركيزة والتربة التي تييط بها

الى ان الاايراا الجاابي لمجموعة الركائز الميملة جاابياً ي   عاد غرس ركائز مصغرة بجااب  توص لتم ا  و قد      
ان الزيادة في الاايراا للمجموعة يكون اكبر عادما تكون الركيزة المتضررة  .الركيزة المتضررة من اتجاهين مت ابلين

 .ممثلة في السطر الامامي للمجموعة 
 

INTRODUCTION 

Micropiles are often used to improve the bearing capacity of the foundation against applied 

loading. In many cases, steel pipes of 50 to 200 mm diameters are used as micropiles. The 

strengthened ground acts as coherent mass and behaves remarkably well, capable of 

sustaining high compressive loads at defined settlement or alternatively defined loads at 

reduced movement. Lizzi (1982) and Plumelle (1984) showed that micropiles create an in-

situ coherent composite reinforced soil system and the engineering behavior of micropile-

reinforced soil is highly dependent on the group and network effects that influence the overall 

resistance and shear strength of composite soil- micropile system. Juran et al. (1999) 

presented a state of art review, covering all the studies and contributions, on the state of 

practice using micropiles. Considerable information on single micropile design, evaluation of 

load bearing capacity, movement estimation models as well as effect of group and network 

effect have been covered in considerable detail. They also reviewed geotechnical design 

guidelines in different countries for axial, lateral load capacities and approach for movement 

estimation. 

The use of small-diameter piles and micropiles in seismic retrofitting or in new 

construction in seismic zones requires a thorough analysis of the seismic induced response 

for groups of flexible piles with inclined elements. As a matter of fact, as the stiffness and 

resistance of vertical flexible piles to lateral loading is generally small, the use of inclined 

small-diameter piles presents a potential alternative to withstand inertial forces and to ensure 

stability of the foundations system under seismic loading. 

As reported by Gazetas and Mylonakis (1998), in recent years evidence has been 

accumulating that inclined piles may, in certain cases, be beneficial rather than detrimental 

both for the structure they support and the piles themselves. One supporting evidence to this 

issue was noted during the Kobe earthquake. It was noted that one of the few quay-walls that 

survived the disaster in Kobe harbor was a composite wall relying on inclined piles, 

conversely, the near wall, supported on vertical piles, was completely devastated.  
 

ADVANTAGES OF MICROPILES: 

Micropiles are installed by drilling mainly to increase the vertical bearing capacity of the soil. 

The advantages of micropiles are that high capacity piles would require fewer elements for 

support than standard H-pile foundations, and the micropiles could also be constructed from 

underneath an existing super-structure with low headroom constraints. Additionally, as the 

design progressed, the micropiles could be installed around the utilities in a confined space. 

Therefore, the pier construction could be completed without interfering with rail traffic and 

any movement of the existing piers during foundation installation would be minimized by 
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utilizing the micropile foundations, with low noise, and vibration during installation process. 

It can be used for any type of soil, but with conditions for rock soil, regardless of the kind of 

soil or the presence of water table; or its accessibility, (Hronek, et al., 2007). 

Notably, micropiles require small area of footing when they are utilized as foundation 

piles, they also promise easy construction of batter and staggered piles. Similar to other 

conventional piles, micropiles can be used both individually as bearing piles and in groups 

for soil strengthening. The typical illustration of a high capacity micropile system is 

presented in Figure (1). 

 

Figure (1): Details of Micropiles System (Kalkan, 2003). 

COMPUTER PROGRAM USED: 

OpenSees has advanced capabilities for modeling and analyzing the nonlinear response of 

systems using a wide range of material models, elements, and solution algorithms. The 

program is designed for parallel computing to allow simulations on high-end computers or 

for parameter studies. The program interpreter is an extension of the Tcl (pronounced 

"tickle"). Tcl comes from "Tool Command Language" is a non-typed language, that means an 

expression can always be seen as a numeric value, a string or another value, conversions are 

done on-the-fly. All types are implemented as string, even lists are strings with embedded 

separating spaces) language for use with OpenSees. The Tcl scripting language was chosen to 

support the OpenSees commands, which are used to define the problem geometry, loading, 

formulation and solution, (Silvia et al., 2005). 

 

OpenSees Analysis Capabilities: 

Linear equation solvers, time integration schemes, and solution algorithms are the core of the 

OpenSees computational framework. The components of a solution strategy are 

interchangeable, allowing analysts to find sets suited to their particular problem. Outlined 



M.Y. Fattah                                                                             Investigation On The Use Of Micropiles For  

Y. J. Al –Shakarchi                                                                 Substitution Of Defected Piles By The Finite 

Y.M. Kadhim                                                                          Element Method 

 

 

 

0050 

here are the available solution strategies. New parts of the solution strategy may be 

seamlessly plugged into the existing framework (Silvia et al., 2005). 
 

BRICK UP ELEMENT: 

It is an 8-node hexahedral linear isoparametric element.  Each node has 4 degrees of freedom 

(DOF): DOFs 1 to 3 for solid displacement (u) and DOF 4 for fluid pressure (p). This element 

is implemented for simulating dynamic response of solid-fluid fully coupled material, based 

on Biot's theory of porous medium.  
 This element is used in this paper to model the pile and the surrounding soil.  

 

USE OF MICROPILES FOR SUBSTITUTION OF DEFECTED PILES: 

A model for groups of laterally loaded hollow pipe piles in sand was made by Ata, and El-

Kilany, (2006). Tests were performed to study the effect of anomalies (defects) on their 

lateral performance. The geometric arrangement consisted of a group series of 2, 4 and 6 

equally spaced piles. The defect pile was introduced as 50% necking or reduction in the 

thickness of the pipe pile at selected depths. It is attempted here that two steel micropiles are 

inserted in the model surrounding the defect pile in two opposite sides with diameter of (6 

mm) in order to study the effect of the micropile on the load-deflection relationship as shown 

in Table (1). Each geometric series contained only one defective pile and the location of the 

defective pile was varied within the rows of the group. Each pile consisted of a hollow steel 

pipe of 16 mm inside diameter, 3 mm wall thickness and a length of 650 mm. Model pile 

groups of  2, 4 and 6 piles spaced at 3 times the diameter (in both directions) were assembled 

in place at the center. Pile caps were modeled using 25-mm thick steel plate. The load was 

applied incrementally by 100 N and up to the maximum total load of 2000 N. All series of 

pile groups were laterally loaded under similar conditions with no constraint on the pile heads 

as shown in Figure (2) which shows the finite element mesh for the pile cap while the mesh 

of elements around the piles is not shown in order to clarify the pile locations. The bottom of 

the mesh was restrained against horizontal movement in x- and z- directions while the side 

boundaries of the mesh are restrained against vertical movement in y- direction. In order to 

prevent concentration of stresses on small zone, the lateral loads were applied on the pile cap 

as distributed loads within an area of 3D (three pile diameters) as shown in Figure (2). 
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Table (1): Cases Due To Presence of Defected Piles with Proposed Micropile. 

 

                                           non-defective pile. 

                                            defective pile. 

 

The lateral deflection of the group was calculated at the head of the piles.  The defected 

piles were prepared by assuming 50% off the wall thickness of the pipes to model a necking 

anomaly and extending for a length of 3 mm. The location of the defect was set at four 

different locations below the pile head represented by a fraction α of the total length L, where 

the value of α was 0.2, 0.3, 0.4 and 0.5 as shown in Table (1). The properties of the soil –

micropile –structure are shown in Tables (2), (3), and (4).  

 It is intended in this study to model the micropiles that are used as a substitute to the 

defected piles. The micropiles used have the properties listed in Table (5). The load– 

deflection curve for this condition will be compared with other cases. 
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Figure (2): Finite Element Mesh Used for Modeling  

4-Pile Group and 6-Pile Group for Different Cases 

 in the Program OpenSees. 

 

Table(2):Properties of the Soil, (Ata, and El-Kilany, 2006).  

Type of Soil 
Unit Weight 

γt (kN/m
3
) 

Modulus of 

Elasticity 

E (kPa) 

Poisson’s 

Ratio (ν) 

 

Internal 

Friction 

 (degrees) 

Sandy Soil 17.20 8000 0.45 39 
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Table (3): Properties of piles (steel pipe), (Ata, and El-Kilany, 2006). 

Unit Weight 

γt (kN/m
3
) 

Modulus of Elasticity 

E (MPa) 

Poisson’s 

Ratio (ν) 

78.33 205000  0.3 

Ax 

(mm
2
) 

Iz 

(mm
4
) 

Iy 

(mm
4
) 

Ip 

(mm
4
) 

Outer 

Diameter 

(mm) 

Inner 

Diameter 

(mm) 

Wall thickness 

t(mm) 

Length 

(mm) 

179.1 8280 8280 16560 22 16 3 650 

 

Table (4): Properties of Pile Cap, (Ata, and El-Kilany, 2006). 

Type  
Unit Weight 

γt (kN/m
3
) 

Modulus of 

Elasticity 

E (MPa) 

Poisson’s 

Ratio(ν) 

 

Steel Plate 78.33 205000 0.3 

 

Table (5): Properties of Micropiles. 

Type  
Unit Weight 

γt (kN/m
3
) 

Modulus of 

Elasticity 

E (MPa) 

Poisson’s 

Ratio(ν) 

 

Outer 

Diameter 

(mm) 

Wall 

thickness 

t(mm) 

Length 

(mm) 

Steel 

Pipe 

78.33 205000 0.3 6 0.82 650 

 

FOUR-PILE GROUP:  

The results of the total group load versus top deflection for the 4-pile group are presented in 

Figures (3) through Figure (6). The figures show results of four series of analysis with defects 

introduced at depths of 0.2L, 0.3L, 0.4L and 0.5L as considered from the top of the piles. For 

each analysis, three relationships are shown: 

a) no defective piles or reference case, 

b) one defective pile at back row.  

c) one defective pile at front row.  

d) one defective pile at back row surrounded by two proposed steel micropiles.  

e) one defective pile at front row surrounded by two proposed steel micropiles. 

It should be noted that in each group, only one defected pile was modeled either in the 

back row or the front row. The results show that the deflection of the piles increases when a 

defect is present in one of the piles. The increase in the group lateral deflection is greater 

when the defected pile is modeled in the front row. The results also indicate that the 

deflection of the piles decreases as the depth ratio (αL) of the anomaly increases from 0.2L to 

0.5L. The results also indicate that the deflection of the piles decreases when inserting the 

steel micropiles beside the defect pile at two opposite directions as shown in the figures. 
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Figures (7) and (8) present the variation of the pore water pressure as predicted at top 

of the pile with the lateral load for different conditions of the piles. It can be noticed that the 

shape of this relationship is similar to load- deflection relation and the maximum values of 

pore water pressure are generated at the top of the piles where maximum deflection is 

expected.   

 

SIX-PILE GROUP: 

Figures (9) through (13) present the results for the 6-pile group model. Six series of model 

are shown with defects introduced at depths of 0.2L, 0.3L, 0.4L and 0.5L considered from the 

top of the piles. For each series, four relationships are shown: 

 a) no defective piles or reference case. 

 b) one defective pile at back row.  

c) one defective pile at middle row .  

d) one defective pile at front row. 

e) one defective pile at back row surrounded by two proposed steel micropiles.  

f) one defective pile at middle row surrounded by two proposed steel micropiles. 

g) one defective pile at front row surrounded by two of steel micropiles.  

Again, only one defect was modeled in one pile, which was placed alternatively in 

three rows. The results show that the pile head deflection increases as the defective pile is 

moved from the back row to the middle row and then to the front row. Similar to the cases of 

the 4-pile groups, the results indicate that the deflection of the piles decreases as the depth 

ratio (αL) of the defect increases from 0.2L to 0.5L. The results also indicate that the 

deflection of the piles decreases when inserting the steel micropile beside the defect pile at 

two opposite directions as shown in the figures. 

 

 
Figure (3): Load-Deflection Curves for 4-Pile Group with Defect at Depth Ratio (0.2L) 

Using the Program OpenSees. 
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Figure (4): Load-Deflection Curves for 4-Pile Group with Defect at Depth Ratio (0.3L) 

Using the Program OpenSees. 

 

Figure (5): Load-Deflection Curves for 4-Pile Group with Defect at Depth Ratio (0.4L) 

Using the Program OpenSees. 
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Figure (6): Load-Deflection Curves for 4-Pile Group with Defect at Depth Ratio (0.5L) 

Using the Program OpenSees. 

 

Figure (7): Max.Variation of Pore Water Pressure with Lateral Load for 4-Pile Group 

with Defect at Depth Ratio (0.2L) Using the Program OpenSees. 
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Figure (8): Max.Variation of Pore Water Pressure with Lateral Load for 4-Pile Group 

with Defect at Depth Ratio (0.3L) Using the Program OpenSees. 

 

Figure (9): Load-Deflection Curves for 6-Pile Groupwith Defect at Depth Ratio (0.2L) 

Using the Program OpenSees.    
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Figure (10): Load-Deflection Curves for 6-Pile Groupwith Defect at Depth Ratio (0.3L) 

Using the Program OpenSees. 

 

Figure (11): Load-Deflection Curves for 6-Pile Groupwith Defect at Depth Ratio (0.4L) 

Using the Program OpenSees. 
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Figure (12): Load-Deflection Curves for 6-Pile Group with Defect at Depth Ratio (0.5L) 

Using the Program OpenSees. 

PROPOSED AMPLIFICATION FACTORS:  

A simplified method is proposed for quantifying the effect of presence of a defect in one 

defective pile within a group of piles spaced center-to-center by the distances of 3d x 3d. In 

this method, an amplification factor is calculated by dividing the top deflection of the group 

containing the defective piles by the deflection of the same group arrangement without 

defects. In addition, another amplification factor is evaluated by dividing the top deflection of 

the group containing the defective piles by the deflection of the group treated by adding two 

micropiles, (Kadhim, 2008)  

The results of the calculated amplification factors for the cases of 4-pile and 6-pile 

groups are presented in Figures (13) and (14). The data indicate that for the case of 4-pile 

group, the amplification factor ranges between 1.06 and 1.34 while for the case of 6-pile 

group, the amplification factor ranges between 1.02 and 1.65, depending on the position of 

the defective pile within the group. 

These values for the case of 4-pile group become 1.03 and 1.31 while for the case of 

6-pile group they become 1.00 and 1.61 when micropiles are inserted. This means that using 

micropiles for substituting defected piles leads to a decrease in the amplification factor of 

lateral deflection. In all cases, the decrease is in the order of 2-4%. 
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Figure (13): Effect of Defect Location withRespect to Pile Depth and Row Position for 4-

Pile Group. 

 

 

Figure (14): Effect of Defect Location with Respect to Pile Depth and Row Position for 

6-Pile Group. 

 



Journal of Engineering 

 

Volume   16   September   2010 

       

Number 3 
 

 

 0054 

CONCLUSIONS: 

 The increase in the group deflection is greater when the defected pile is modeled in 

the front row. The deflection of the piles decreases as the depth ratio (αL) of the 

defect increases from 0.2L to 0.5L. The deflection of the piles decreases when 

inserting two steel micropiles beside the defected pile at two opposite directions. 

 The pile head deflection increases as the defective pile is moved from the back row to 

the middle row and then to the front row. Similar to the cases of the 4-pile groups, the 

deflection of the piles of the 6-pile group decreases as the depth ratio (αL) of the 

defect increases from 0.2L to 0.5L. The lateral deflection of the piles decreases when 

inserting two steel micropiles beside the defected pile at two opposite directions. 

 The amplification factor (the top deflection of the group containing the defective piles 

divided by the deflection of the same group arrangement without defects) for the case 

of 4-pile group ranges between 1.06 and 1.34 while for the case of 6-pile group the 

amplification factor ranges between 1.02 and 1.65, depending on the position of the 

defective pile within the group. These values for the case of 4-pile group become 1.03 

and 1.31 while for the case of 6-pile group they become 1.00 and 1.61 when 

micropiles are inserted. This means that using micropiles for substituting defected 

piles leads to a decrease in the amplification factor of lateral deflection. In all cases, 

the decrease is in the order of (2-4) %. 
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ABSTRACT 

       Base isolation systems have become a significant element of a structural system 

to enhance reliability during an earthquake. One type of base isolation system is 

Friction Pendulum Bearing in which the superstructure is isolated from the foundation 

using specially designed concave surface and bearing to allow sway under its own 

natural period during the seismic events. This study presents the finite element 

analysis of Friction Pendulum System (FPS) of a multi-story building and without 

base isolation, subjected to two real different earthquakes (El Centro & Loma Prieta) 

by use engineering program (ETABS Nonlinear version 9.5). Comparing with the 

available experimental data, the application of the current model gives close 

prediction. It has been shown that as a result of isolation, base shear acting are 

reduced considerably. 

       A parametric study dealing with the coefficient of friction µ (0.08,0.15 and 0.25) 

and radius of concave surface R (40 in, 80 in  and 400 in) to study the base shear and 

the displacement of  Friction Pendulum System. Overall the base isolated system 

showed a significant improvement in dynamic response of the model structure by 

reducing the base shear and increasing the damping of the system 

 

حتكاك نلأحمال انزنزانيةلاا نذولب قاعذةبعزل انانتحهيم بانعناصر انمحذدة ننظاو   

 

 انخلاصة

. أصبحج أَظًت انعصل انقاعدي يٍ انعُاصرس اناايرت  رع حعصفرص  اعهلرت انًبراَع ارُرات انارصاث ا ز رلت            

الاحخكرا  انرري فقروو بعرصل انًبُرأ عرٍ أيايرت وفصرخمدو ح رًلى بُردول  ةقاعدبهو َظاو انعصل  ا َظًت هرِواحد 

 .حدود انصنصال أرُاتفصًح بانخأزجح  بفخسة طبلعلت و الايخُاد اعدةق يطح خاص نخقعس

 بُدول ةقاعدباندزايت ححهلم انعُاصس انًحددة نهًبُأ يخعدد انطوابق غلس يعصول و يعصول بُظاو انعصل  هرِحقدو 

 يرعبايرخمداو بسَرايه هُد  (El Centro & Loma Prieta)ٌ يمخهفرلٍاحقلقلر ٌيعرس   نصنرصالاالاحخكرا  

(ETABS Nonlinear version 9.5)  هائَخرأعطا انُظراو انًصرخمدو حلذ انًخو سة  وقوزَج يع انُخائه انعًهلت 
  .اَمفا  كبلس بقوة قص انقاعدة, كًا نوحع كُخلجت نهعصلو  يخقازبت

قطررس  فو َ رر µ (0.08, 0.15 & 0.25) يعًررم الاحخكررا  أخررر ررريد قررلى يمخهفررت نكررم يررٍحررى و              

 .الاحخكا بُدول ندزايت انقص انقاعدي واشاحت َظاو   R( 40 in, 80 in  & 400 in)انخقعس
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الاحخكا  ححصلٍ هاو عُدِ الايخجابت انحسكلت نًُوذج انًبُرأ بخقهلرم  بُدول وقد أظاسث انُخائه اٌ نُظاو            

  .ًبُأ نا اخًادانقص انقاعدي وشفادة 

KEY WORD 

      Base-isolated, friction pendulum, finite element, earthquake, seismic isolation 

bearings 

 

INTRODUCTION 

     In recent years, the Friction Pendulum System (FPS) has become a widely 

accepted device for seismic isolation of structures. The concept is to isolate the 

structure from ground shaking during strong earthquake. Seismic isolation systems 

like the FPS are designed to lengthen the structural period far from the dominant 

frequency of the ground motion and to dissipate vibration energy during an 

earthquake. The FPS consists of a spherical stainless steel surface and a slider, 

covered by a Teflon-based composite material. During severe ground motion, the 

slider moves on the spherical surface lifting the structure and dissipating energy by 

friction between the spherical surface and the slider. 

    The period of the Friction Pendulum System (FPS) is selected simply by choosing 

the radius of curvature of the concave surface. It is independent of the mass of the 

supported structure. The damping is selected by choosing the friction coefficient. 

Torsion motion of the structure are minimized because the center of stiffness of the 

bearing automatically coincides with the center of mass of the supported structure. 

The bearing's period, vertical load capacity, damping, displacement capacity, and 

tension capacity, can all be selected independently. 

 

BASE ISOLATION TYPES 

       Base isolation systems are divided into two main groups of systems with a 

recentering (Restoring) mechanism and systems without this mechanism. The 

recentering mechanism is responsible to push the structure back to its original place to 

minimize the permanent displacement of the structure in its base. Regarding isolation 

mechanisms, base isolated systems can be divided into three main groups: 

elastomeric-based systems, sliding-based types, and spring type systems  

1. Elastomeric-based systems 

  1.1 BLow-damping rubber systems 

  1.2 BHigh-damping rubber systems 

2 . BSliding-based systems 

  2.1 BElectricite-de-France system 

  2.2 BEERC system 

  2.3 BResilient-Friction based isolation system (R-FBI) 

  2.4 Fiction pendulum systems 

       2.4.1 Bearing F.P.S 

       2.4.2 Tension F.P.S 
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3. Spring-type systems 

 

 

                                         

                                                                                                                                          

                                                                                                                                          

                                                                                                                           

           

                                                                                                             

  

 

    

 

 

 

 

 

 

 

Fig.1 Most popular building isolation devices: (a)Spring-based isolator,(b) 

Tension F.P.S,(c) BElectricite-de-France system,(d) Bearing F.P.S 

 

CONCEPT OF FRICTION PEMDULUM SYSTEM 

 
      Friction Pendulum Bearings work on the same principle as a simple pendulum.  
When activated during an earthquake, the articulated slider moves along the concave 
surface causing the structure to move in small simple harmonic motions, as illustrated 
in Fig.2 & 3 Similar to a simple pendulum, the bearings increase the structures 
natural period by causing the building to slide along the concave inner surface of the 
bearing. The  bearings  filter  out  the  imparting  earthquake  forces  through  the  
frictional interface.  This frictional interface also generates a dynamic friction force 
that acts as a damping system in the event of an earthquake. This lateral 
displacement greatly reduces the forces transmitted to the structure even during 
strong magnitude eight earthquakes. This type of system also possesses a re-
centering capability, which allows the structure to center itself, if any displacement is 
occurred during a seismic event due to the concave surface of the bearings and 
gravity. 
 
 

(a) 

(b) 

(c) 

(d) 
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Fig.3 Basic Principles of the Friction Pendulum Bearing 

 

EXPERIMENT STUDY OF NIKOLAG KRAVCHUK, RYAN COLQUHOUN, 

AND ALI PORBAHA  

    This model (Fig. 4) was tested  by  [Nikolag Kravchuk, Ryan Colquhoun, and Ali 

Porbaha California State University, Sacramento] to simulate the pendulum motion of 

a single Friction Pendulum Bearing. The springs acted as the force that centered the 

system when it was displaced in any direction. The preliminary model was modified 

slightly to improve the response of the system. The new design had four actual 

bearings machined to reduce the friction and better represent the response of an actual 

pendulum system.  

Both model structures (with and without isolation system) were made from the same 

flexible material and mounted on the same shake table to allow comparison of the 

responses of the two structures during lateral loading. 

Fig.2 Pendulum motion 
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Fig.4 Experimental Setup of Nikolag Kravchuk, Ryan Colquhoun, and Ail 

Porbaha 

TESTING AND RESULTS OF NIKOLAG KRAVCHUK, RYAN 

COLQUHOUN, AND ALI PORBAHA 

 Free Vibration  

    The first sequence in the experiment testing was to get the response of the 

structures under free vibration. An equal drift was applied to the top of both structures 

with and without base isolation system. The force was released and the structures 

allowed to oscillate until the natural damping of the structures brought the system to 

stop. The accelerometers recorded the acceleration that each structure experienced 

until they stopped oscillating. Fig. 5 shows the responses of these two structures. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.5 Responses of the model structures under free vibration of Nikolag Kravchuk, 

Ryan Colquhoun, and Ali Porbaha. 
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Forced Vibration 

The second sequence of experiment was the forced vibration of the structures. The 

shake table was loaded with an increasing acceleration (sweep) for a period of 10 

seconds. The acceleration of each structure was recorded and the responses of both 

structures were recorded, as shown in Fig 6. 

 

Fig.6 Responses of the model structures under forced vibration of Nikolag 

Kravchuk, Ryan Colquhoun, and Ali Porbaha. 

 

Table1. Results of the shake table tests 

 Free Vibration Forced Vibration 

With 

Base 

Isolation 

Without 

Base 

Isolation 

With 

Base 

Isolation 

Without 

Base 

Isolation 

Maximum acceleration 0.23 0.57 0.72 1.63 

 

Damping ratio  

0.085 

 

0.016 

 

- 

 

- 

 

 

USING OF FRICTION PENDULUM SYSTEM  

          Friction Pendulum may be used between components of the structures  (Friction 

pendulum gap - element)  or between structure and foundation (Friction pendulum 

base  isolation)   

 San Francisco Airport International Terminal was designed by Skidmore, Owings 

and Merrill with Dr. Anoop Mokha as project Eng. The seismic design used friction 

pendulum seismic isolation to resist a magnitude 8 earthquake occurring on the San 

Andreas Fault, with no structural damage. 
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Benicia-Martinez Bridge is one of the largest bridges to date to undertake a seismic 

isolation retrofit, and uses the largest seismic isolation bearings ever manufactured. 

[Dr. Victor Zayas. Earthquake Protection Systems, Inc. 2801 Giant Hwy . Blodg. A 

Richmond, California 94806 . (510)232-5993. Fax 232-6577]. 

 

 

Fig.7 Using of Friction pendulum system [Dr. Victor Zayas. Earthquake 

Protection Systems, Inc. 2801 Giant Hwy . Blodg. A 

Richmond, California. www.earthquakeprotection.com]. 

 

 

FINITE ELEMENT ANALYSIS OF FRICTION PENDULUM SYSTEM (FPS) 

 

The differential equation governing an FPS isolated structure is [Almazan and Llera, 

2002and 2003]: 

WMLQKqqCqM W


                                                                  (1) 

 

Friction pendulum system  bearing base  isolation between column and separate footing 

Friction pendulum gap - element  between beam and column 

Friction pendulum system  bearing base  isolation between pier and foundation 

http://www.earthquakeprotection.com/
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    where q is the vector of the system degrees of freedom. M, C, and K are mass, 

damping, and stiffness matrices, respectively. W is the 3-D excitation input vector, LW 

the input influence matrix, and Q the vector of non-linear restoring force generated by 

isolators with respect to the degree-of-freedom q of the structure. To keep track of the 

axial force in bearings a friction pendulum element has been incorporated in the set 

Fig.8. The sliding displacement of the isolator is: 

 

 T
zkykxkkkk SO                                                                               (2) 

 

By imposing the kinetic constraint, i.e. spherical surface of the isolator, the three 

components of the deformation δk and its velocity k



  are implicitly expressed in 

terms of each other as: 

 

  2222

kkzkykxk RR                                                                      (3) 

 

  0


kzkzkykykxkxk R                                                            (4) 

 

where Rk is the radius of curvature of the spherical surface of the k
th

 isolator. 

 

 

Fig.8 Friction pendulum element in downward position [Almazan and Llera, 

2002and 2003] 

 

The element demonstrated in fig. 8 has 2 nodes, I and J, and 12 degrees of freedom, 

which are linearly related to the global degrees-of-freedom (q): 

 

  qPuuu k

I

k

J

kk  ;                                                                                     (5) 

 

where Pk is the nodal kinetic transformation matrix of the k
th

 isolator. J

ku and I

ku are 

nodal deformation vectors of the lower and upper element nodes. 

Assuming small node rotations, it is possible to relate deformation and velocity in the 

isolator, k and k



 , with nodal deformations, ku as: 
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  kkk uuS                                                                                                   (6) 

 


 kk uuŜ                                                                                                    (7) 
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(9)   

 

Where I

i

J

ii uuu   for zyxi ,,  and Jl  and Il  are vertical distances between 

nodes J and I and origin kO in the original configuration of the fraction pendulum 

system, corresponding Fig. 8 

In the next step the non-linear restoring force vector Q must be determined. The 

restoring force in an isolator of this type is composed of the two main terms of the 

pendulum effect, fp, and the frictional part, fμ: 

  

 ffpfk         

kkkkkkk sNnNf ˆˆ                                         

  kkkkkkkk rNsnNf  ˆˆ                                   (10) 

 

Where kN  is the magnitude of the normal force kn̂  and kŝ  are unit vectors in the 

outward normal direction and tangential to the trajectory of the isolator, 

respectively. k is the friction coefficient. k  is a positive non-dimensional variable 

with value one during sliding phases and less than one during sticking phases [Wen, 

1976] and [Park, 1986]. 

In sticking phases, it is not possible to determine the magnitude and direction of the 

friction force, as regarding equation 10, the sliding velocity vanishes. To overcome 

this problem, instead of the Coulomb friction law an equivalent hysteretic model is 

applied.  

To compute the restoring force in the global coordinate system, the restoring force 

computed in equation 10 is transformed as Fig.9. 

 

k

T

kk fLQ                                                                                  (11) 

Where 

 kQ  is local vector of non-linear restoring force for  fraction pendulum element and 
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kkk PSL ˆ                                                                                   (12) 

 

Finally adding restoring forces of all isolators in the system: 

 

 
k

T

k

T

k

k

k FLfLQQ                                                     (13)  

Where 

Q the global vector of non-linear restoring force from fiction pendulum systems        

[Almazan and Llera, 2003] 

 

            

 

Fig.9 Forces acting on an FPS bearing (left) in local coordinates, (right)in global 

coordinates system [Almazan and Llera, 2002and 2003] 

 

CASE STUDIES 

 

        The finite element mesh model of a three-story structure with two bays on the 

two direction by engineering programs (ETABS Nonlinear version 9.5). The columns 

(24 in x 24in) , beams (36 in x 24 in) and slab thickness (8 in)  Fig.11. The material 

properties of structure (Table 3 & 4) and the linear and nonlinear properties of friction 

pendulum in table (Table 5 & 6). The response of the aforementioned system has been 

subjected to two strong earthquakes are studied. El Centro earthquake has 500 

increment and 0.02 time step and Loma Prieta earthquake has 2000 increment and 

0.02 time step (Table 2) and fig.10. 

      Two type of supports have been taken (fixed support and base isolation of friction 

pendulum) as a result of finite element analysis has been found that the friction 

pendulum show a significant improvement in dynamic response of structure by 

reducing the base shear fig. 12 & 13. 

     As a comparison with model of [Nikolay Kravchuk, Ryan Colquhoun, and Ali 

Porbaha 2008] fig. 5 & 6 there is a good agreement in the general behavior. 

     The numerical analysis show that the input energy from earthquakes (El Centro & 

Loma Prieta) and efficiency the FPS on dissipation of the vibration energy to keep the 

structure from failure fig. 14 & 15.   
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Table 2 Earthquake motion used in the analysis. 

 

Excitation Record Duration 

[s] 

Magnitude 

El Centro USA, Imperial Valley, 

May 18, 1940 

10 6.7 

Loma Prieta USA, Santa Cruz, 

California 

October 17, 1989 

40 7.1 
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(a) El Centro earthquake, 1940 
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(b) Loma Prieta earthquake, 1989 

Fig.10 Earthquake Loads used in analysis   

 

Table 3 Analysis Property Data.                            Table 4 Design Property Data. 

 

 

 

 

 

60 Reinforcing Yield Stress, (Kip-in) 

 

4 Compressive strength, (Kip-in) 

 

40 Shear Steel Yield Stress, (Kip-in) 

 

4 Concrete Shear Strength, (Kip-in) 

 

3600 
Modulus of elasticity , (Kip-in) 

 

2.246E-7 
Mass per unit volume, (Kip-in) 

 

8.841E-5 
weight per unit volume, (Kip-in) 

 

0.2 
Poisson’s ratio , ν 

 

5.5E-6 
Coefficient of thermal expansion, 

(Kip-in) 

 

1500 
Shear Modules, (Kip-in) 
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Table 5 Linear Properties of FPS.               Table 6 Non Linear Properties of FPS. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.11 Finite element mesh of three-story building with friction pendulum system  

R (in) μ Rate 

parameter 
Stiffness
, (Kip-in) 

Direction 

 ------ ------ -------3555 U1 

40 5.55  

20 

 

100 

 

U2 80 5.35 

555 5.35 

55 5.55  

20 

 

100 

 

U3 55 5.35 

555 5.35 
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Fig.12 Comparison of the base shear in an isolated system with the one in a fixed-

base structure to El Centro, R=40 in , µ =0.08 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.13 Comparison of the base shear in an isolated system with the one in a fixed-

base structure to Loma Prieta, R=40 in , µ =0.08 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.14 Energy with time in an isolated system to El Centro, R=40 in , µ =0.08 
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Fig.15 Energy with time in an isolated system to Loma Prieta, R=40 in , µ =0.08 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.16 Shear force with displacement in Y direction to El Centro & Loma Prieta 

earthquake respectively ,R=40 in , µ =0.08 
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Fig.17 Shear force in Y direction. With Shear force in Y direction. To El Centro 

& Loma Prieta earthquake respectively ,R=40 in , µ =0.08 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.18  Drift at the top the structure (third floor) to El Centro & Loma Prieta 

earthquake respectively ,R=40 in , µ =0.08 
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Fig.19 Base shear Y for 3 story building isolated by FPS with deferent coefficient 

of friction (a) 0.08 (b) 0.15 (c) 0.25 El centro and (d) 0.08 (e) 0.15 (f) 0.25 Loma 

Prieta 
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Fig. 20 Base shear Y for 3 story building isolated by FPS with deferent radiuses 

of concave surface (a) 40 in (b) 80 in (c) 400 in El centro and (d) 40 in (e) 80 in (f) 

400 in Loma Prieta 
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Fig. 21 FPS displacement Y (in) with deferent coefficient of friction (a) 0.08 (b) 

0.15 (c) 0.25  El centro and (d) 0.08 (e) 0.15 (f) 0.25 Loma Prieta 
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Fig. 22 FPS displacement Y (in) with deferent radiuses of concave surface (a) 40 

in (b) 80 in (c) 400 in El centro and (d) 40 in (e) 80 in (f) 400 in Loma Prieta 
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PARAMETRIC STUDY 

 

The Effect of Coefficients of Friction 

 

        In order to study this effect a three different coefficient of friction (0.08), (0.15) 

and (0.25) have been carried out with radius of concave 40 in for each type of 

earthquake. As a result of comparison between curves, it has been shown that the 

larger the friction coefficient the later the isolation mechanism is activated. In an 

extreme cases the base shear force does not overcome the friction force. In such a 

case, an isolated system responds the same as a classical fixed-base system. Fig.19  

       The displacement of friction pendulum system decreases with the increase in the 

coefficient of friction due to increased the damping of the system. Fig. 21    

 

The Effect of  the Radius of Concave Surface 

 

         To study this effect, the same model as before with a friction coefficient of 0.08 

is analyzed for three different radius of concave (40 in), (80 in) and (400 in) for each 

type of earthquake fig 20 & 22. The base shear decreases with the increase in the 

radius In such a case, when the radius approach to infinity an isolated system responds 

the same as a classical roller support. a more concaved sliding surface with 

accordingly larger geometrical stiffness, reduces the permanent displacement of the 

bearing. 

 

CONCLUSIONS 

 

        It has been shown that base shear in a sliding-based isolated system is 88.2 % for 

El Centro earthquake & 73.7 % for Loma Prieta smaller than the one in a fixed-base 

structure. This can be achieved at the cost of a sliding displacement in bearings. 

   As the magnitude of an earthquake increases, the sliding displacement becomes 

larger. For near source cases, to restrict the maximum sliding displacement, a higher 

amount of friction coefficient or an extra damping source is required. The sliding 

displacement anticipated by simulation matches the result reported by the experiment 

very well. 

   As a result of concavity of sliding plates in all investigated cases, bearings return 

back to their original configurations with a good degree of precision. This complies 

with results of shaking table tests done by [Nikolay Kravchuk, Ryan Colquhoun, and 

Ali Porbaha 2008]. 

    Permitting a structure sliding over its foundation distracts earthquake-induced 

forces from the structural system. In this way, drift in isolated systems is much 

smaller in comparison with the classical fixed-base systems.  
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SEISMIC DESIGN OF SINGLE SPAN STEEL GIRDER BRIDGES 

AND BRIDGES IN SEISMIC PERFORMANCE CATEGORY A 

  

 

 

 

 

ABSTRUCT 

 

 This paper studies the validity and accuracy of the seismic design force recommended by 

AASHTO for single span bridges. A parametric study for single steel girder bridges is presented, 

included the effect of span length and elastomeric bearing and lateral bracing (cross-frame) stiffness. 

The results of simplified AASHTO method are compared with response spectrum and time history 

analysis. Also studying the seismic design reqiurements for continuous steel girder bridges in 

seismic performance category (A), included the effect of  span length, seismic zone, effect of 

elastomeric bearing and cross-frame stiffness and bridge skew on their seismic responses. It is 

concluded that the AASHTO simplified analysis method for single span bridges underestimates the 

seismically induced forces at supports and the proposed seismic design force of (2.5 multiplied by 

acceleration coefficient multiplied by tributary weight w(x)) has been recommended for single span 

bridges for seismic zone 3 and 4 and for soil type II. Also it is observed that the seismic design force 

for two span continuous bridges in performance category A is safe and conservative method to 

predict the shear forces transferred by connection elements to the substructures. 

 الخلاصة
الفضاء للجسوز ذاث   (AASHTO) من قبل ت قوى الخصميم الصلصاليت الموصاة يدزض هرا البحث صلاحيت ودق   

 واء فضلحلثييس ولوا الحم عملل دزاةلت مراز لت للجسلوز ذاث الضلوازو الفوبذيلت وفضلاء واحلد مخضلم ت . الواحد 

مبسلطت ملط وسيرلت ال                 ائج وسيرلت ااحلم مراز لت  خل. وا ظملت الخببيلج الجلا ب صلاوت الوةائد المطاويت 

لجسللوز الضاز للت الفوبذيللت  حللم دزاةللت مخطلبللاث الخصللميم الصلصاللل  أيضللا    .والخحليللل الصم لل ويللا ابةللخجاوت 

ووا الفضلاء، الم طرلت الصلصاليلت، حلثييس صللاوت الوةلائد  مخضم ت حثييس، (A)الصلصال  المسخمسة ف  ص ا الأداءِ 

حللم الخوصللل الللي اة وسيرللت . إ حللساا الجسللس علللي اةللخجاواحام الصلصاليللتوظمللت الخببيللج الجللا ب  المطاويللت وا 

اة الرلوى حرللل ملن مرلداز الرلوى ع لد المسلا د و المبسطت لخصلميم الجسلوز ذاث فضلاء واحلد   ( AASHTO)اا

 ي صل  والا  W(X)مضلسووت فل  و شة م لخظم ( A)مضسووت ف  مضامل الخضجيلل  ( 5.5)الخصميميت المرخسحت من 

اظالسث الدزاةلت اة قلوة وايضلا   . IIو ل لو  الخسولت  4, 3للم اوق الصلصاليلت  يم الجسوز ذاث الفضاء الواحدلخصم

للجسلوز الواقضلت فل  صل ا  (AASHTO) اا الموصي والا ملن قبلل (من وشة الم شث (%20الخصميم الصلصاليت 

 .سفل الي الايكل الالرص الم خرلت عبس ع اصس السوط أمي ت ومحافظت للخ بث ومرداز قوى  (A)ابداء الصلصال  
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SEISMIC DESIGN OF SINGLE SPAN STEEL GIRDER BRIDGES 

INTRODUCTION 

    The recent edition of AASHTO specification (AASHTO, 2002) does not required any seismic 

analysis, regardless of seismic zone for single span bridges. However, AASHTO required that the 

connection between the superstructure to substructure shall be designed to resist a force equal to 

design acceleration coefficient (A) multiplied by the site coefficient (S) multiplied by the tributary 

weight at the abutment. 

    To study the validity and accuracy of the seismic design force recommended by AASHTO for 

single span bridges, a parametric study for single span steel-girder bridges is presented in this paper 

included the effect of span length and support stiffness (bearing and cross-frame stiffness) on 

seismic response of these bridges. 

 

DESCRIPTION OF BRIDGES 

    A steel-girder bridge consisting of (0.24m) reinforced concrete slab built integrally with rolled 

steel beams spaced at (2 m) is studied. The carriage way is (10 m) and the slab has a (1 m) overhang 

on both sides of the deck. The span lengths of these bridges range between 20 and 60 m with 

increment of (10 m). The end of steel beam is placed on elastomeric bearing in the longitudinal 

direction and the steel girders are connected together by cross-frames as shown in Fig. (1). The 

bridges are designed according to the AASHTO requirements and the bearings are designed 

according to Iraqi loading. The properties of bridges are summarized in tables (1) and (2). 

    The slab is modeled with (2×2 m) shell elements and the girders are modeled by frame elements 

connected to the shell elements at each joint. The end of each girder is attached to a spring 

representing the elastomer’s lateral stiffness in longitudinal direction and in transverse direction it is 

attached to a spring representing the lateral stiffness of end cross-frame. The value of stiffness for 

both elastomeric bearing and lateral bracing system is determined as explained in the following 

sections. The finite element model of the bridges is shown in Fig. (2). Modeling of the 

superstructure is consistent with recommendations of (Tarhini and Frederick, 1989) and ( 

Mabsout, et. al., 1997). SAP 2000 finite element program is used for analysis (Computer and 

Structures, SAP 2000, 1998). 
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Table (1) Properties of the bridges used in the analysis 

 

L   
(m) 

ts   
(m) 

Girder properties 

h (m) bfb (m) 
bft 
(m) 

tfb    

(m) 
tft      (m) 

tw       
(m) 

A        
(m

2
) 

Iy       (m
4
) IZ            (m

4
) 

20 0.24 1.0 0.58 0.5 0.055 0.025 0.008 0.05176 0.00910 0.00116 

30 0.24 1.4 0.58 0.5 0.055 0.025 0.011 0.05892 0.01977 0.00116 

40 0.24 1.7 0.58 0.5 0.055 0.025 0.014 0.06708 0.03177 0.00116 

50 0.24 2.0 0.65 0.6 0.060 0.030 0.015 0.08565 0.05840 0.00191 

60 0.24 2.4 1.00 0.8 0.080 0.040 0.018 0.15304 0.15080 0.00800 

 

Fig. (1) Cross section of the bridge 

 

 

 

 

 

Fig. (2) Finite element model of the bridge 

Shell element 

Beam element 

Cross frame spring 

Bearing spring 
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Table (2) Properties of elastomeric bearing and lateral bracing systems 

 

Span 

(m) 

Elastomeric 

bearing size(mm) 

[DIN 4141] 

Cross-frame     

size             

(mm) 

Bearing stiffener size                       

(mm) 

Ke 

(kN/m) 

Kb (kN/m) 

In. beam Ex. beam 

20 200 × 300 ×52 L120 × 10 2PL.130 × 10 × 920 1622 417237 233892 

30 200 × 400 × 52 L160 × 10 2PL.150 × 14 × 1320 2162 309669 173148 

40 300 × 400 × 74 L180 × 12 2PL.150 × 14 × 1620 2264 262602 141496 

50 300 × 400 × 74 L180 × 14 2PL.180 × 16 × 1910 2264 273469 148843 

60 350 × 450 × 69 L200 × 15 2PL.200 × 18 × 2280 3214 197475 104898 

 

STIFFNESS OF LATERAL BRACING SYSTEM  

 

    Diaphragms provide an important load path for the seismically induced load acting on slab steel-

girder bridges. Zahrai and Bruneau (1998) have shown that the intermediate cross-frames do not 

affect the seismic response of straight slab on girder bridges, in either the elastic or inelastic range 

also proposed a simplified model for bridge with only end cross-frames as shown in Fig. (3). 

  

    The stiffness of lateral bracing system (kb) at one end depends on the geometry of the bridge and 

the properties of the bearing stiffeners and diaphragm braces. Kb can be calculated by the following 

equation (Zahrai and Bruneau, 1998): 

 

kb                                                          (1) 

 

The kb for each interior steel beam can be determined from the following formula: 

 

kb                                                      (2 )  

 

The kb for exterior steel beam can be determined from the following formula: 

 

kb                                                                                          (3) 

where: 

IS :   moment of inertia of the bearing web stiffener about the longitudinal axis of girder. 

ng :   the number of girders. 

hw :   the web height between top and bottom flanges. 

Ab :   cross sectional area of the brace. 

Lb :   length of brace. 

θ  :   slope angle of brace. 
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 Elastomeric Bearings Stiffness 

    The elastomeric bearings transmit the force from the superstructure to substructure. Spring is used 

to model the stiffness of elastomeric bearing (ke) in the longitudinal direction. The value of bearing 

stiffness can be determined from the following equation (Mast et. al., 1996): 

ke                                                                                                                                        (4) 

where: 

G :   shear modulus of elastomer. 

A :   area of bearing. 

T :   total thickness of rubber layers. 

 
SEISMIC DESIGN FORCE FOR BRIDGE 

 

    The bridges are assumed to be located in Iraq (Baghdad city). The contour map in AASHTO is for 

United State. Depending on UBC code (Uniform Building Code), Baghdad is located in zone 3 and 

the AASHTO divided the region into contour lines with (A) range (A>0.29), therefore (A) for 

Baghdad is assumed to equal (0.3). 

To study the validity and accuracy of seismic design force recommended by AASHTO for single 

span bridge, the bridge models are analyzed for three loading cases: 

  Multi mode response spectrum analysis (MMRS method): using the AASHTO’S design 

response spectrum curve for seismic zone of  acceleration coefficient (A) equal to (0.3) and soil 

profile type II (Site coefficient (S)=1.2).  

  Simplified AASHTO method (AASHTO method) in this method the bridge models are subjected 

to load of (S A=1.2 0.3w(x) = 0.36w(x)) in two orthogonal directions. 

 Time history analysis (TH method) in this method the bridges are assumed to excite by a real 

earthquake time history accelerogram. El Centro earthquake accelerogram of May 18, 1940 is 

used for time history analysis. The El Centro horizontal component (north-south component) is 

applied in the two horizontal directions (X, Y) and the ground acceleration data includes 1559 

data points of equal time intervals of (0.02 sec) (Chopra, 1996). The numerical values of the 

data are in units of the gravitational acceleration (g).  

 

Fig. (3) Schematical simplified model for bridges with end diaphragms         

(Zahrai and Bruneau, 1998) 
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To investigate the effect of support stiffness, the bridge models are analyzed with four cases of 

support conditions which are: 

 Case (1) spring support: springs (ke) and (kb) attached at end of each girder in longitudinal and 

transverse directions, respectively. 

 Case (2) pin-y: spring (ke) in longitudinal direction and (kb) is replaced with pin support in 

transverse direction. 

 Case (3) pin-x: one end is pin support and another is free in the longitudinal direction, while 

spring (kb) in transverse direction. 

 Case (4) pin x-y: one end is pinned and another is free in the longitudinal direction and pin 

support in the transverse direction. 

 

Discussion of the Results 

 

    The variation of longitudinal periods against the span length for bridge models with different 

support conditions is shown in Fig. (6). Whereas, The longitudinal period decreases severely when 

the elastomeric bearing stiffness reached infinity (pin-x support). However, the periods of spring and 

pin-y condition coincide. This means that longitudinal vibration is unaffected by the lateral bracing 

stiffness (cross-frame stiffness). The longitudinal period for all cases increase as the span length 

increases. Fig. (7) shows the variation of transverse periods against span length for different support 

conditions. Comparing the transverse period for spring support and pin-y support condition, it can be 

concluded that the period decrease as the stiffness of cross-frame increases toward infinity (pin-y). 

The transverse period for pin-x support is closed to period for elastic support for span length upon 

(30 m) that means the increasing of elastomeric bearing to infinity for span length upon (30 m) does 

not affect the transverse period significantly. 

    Maximum longitudinal and transverse deck displacements due to MMRS method versus span 

length are plotted in Figs. (8) and (9), respectively. It is shown that the displacement increases as 

span length increases. The longitudinal displacement for bridges which are supported on elastomers 

is much higher that for bridges with pin-x support, because that the bridges with elastomers support 

are more flexible and have vibration periods higher than for pin-x support bridges by several times. 

The response spectrum for El Centro ground 

motion with scale ratio of (3/4) and 5% 

damping ratio agrees well with the AASHTO 

design response spectrum for acceleration 

coefficient (A=0.3) and soil type II (S=1.2) as 

shown in Fig. (4), therefore, the (3/4) scaled El 

Centro accelerogram with 5% damping ratio is 

used for linear time history analysis. The 

response spectrum of El Centro ground motion 

is obtained and drawing by using SAP 

Nonlinear program. 

 

 

 

Fig. (5) shows that the AASHTO design 

response spectrum have a constant acceleration 

of (2.5A) for soil type I and II for periods below 

than (0.43715 sec). The single span bridges 

which are studied have periods less than 

(0.43715 sec) of transverse vibration for all 

support stiffness and of longitudinal vibration 

with pin-x and pin x-y cases. The bridges are 

analyzed for seismic force of 2.5 A multiplied by 

tributary weight. 
 

Fig. (4) Comparison of El Centro spectrum 

with AASHTO design spectrum for A=0.3 
 

Fig. (5) Normalized response spectra 
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    Fig. (10) shows the variation of longitudinal shear forces against span length for the three loading 

cases. In the longitudinal, the simplified AASHTO and time history forces are very close for all 

support conditions, but the MMRS method is yielding a higher force than (AASHTO) and (TH) 

methods.  

    Fig. (11) shows the variation of transverse shear forces versus span length with different support 

conditions for the three loading cases. In transverse direction, the simplified AASHTO method 

yields a higher force than time history force at 20m span length, but for span length beyond 20 m, 

the simplified AASHTO method yields a lower force demand for all support conditions and it 

become unsafe. While the MMRS method is yielding higher forces than (AASHTO) and (TH) 

methods. 

 

 

   
 

 

 

 

 

 

 

    

 

 

Fig. (6) Longitudinal period variation versus 

span length for a single span bridge 

with different support conditions. 

 

Fig. (7) Transverse period variation versus 

span length for a single span bridge 

with different support conditions 

Fig. (8) Longitudinal displacement due to 

MMRS method versus span length.    

 

Fig. (9) Maximum transverse displacement due 

to MMRS method versus span length.    
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(a)                                                                                (b) 

     
                                          (c)                                                                                (d)      

 

 

 

Fig. (10) Longitudinal shear force versus span length (a) spring support (b) pin-x            

(c) pin-y (d) pin x-y 
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(a)                                      (b) 

     
                                                                            

 

 

  

SEISMIC DESIGN OF BRIDGES IN SPC (A) 

 

INTRODUCTION 

    AASHTO specification does not consider seismic forces for design of structural components for 

bridges in low seismic zones such as SPC (A) [A<= 0.09] except for the connection between 

superstructures to substructures. AASHTO requires that the minimum connection force that must be 

transferred from superstructure to its supporting through the bearings is 20% of the weight that is 

effective in the restrained direction. 

 

CASES STUDIED  

    Two span continuous steel girder bridges are studied. The same cross section properties that were 

used for single span bridges are adopted here. The span length of these bridges range between 20 

and 60 m with increment of 10 m. The straight and skewed bridges with skew angles varying from 0 

to 60 degrees are considered. The bridge is supported on elastomeric bearings in the longitudinal 

direction and cross-frames in the direction parallel to skew of the deck. The values of stiffness for 

both elastomeric bearings and cross-frames are determined as explained above. The elastomeric 

bearing and lateral bracing are designed due to Iraqi loading. The properties of elastomeric bearing 

and lateral bracing system for end support are summarized in table (3) and for central support are the 

twice of these for end support. Springs are used to model the elastomeric bearing stiffness and cross-

frame stiffness. For skewed bridge, the spring in the direction parallel to the skew that simulates the 

Fig. (11) Transverse shear force versus span length (a) spring support (b) pin-y                                  

(c) pin-x (d) pin x-y 

 

(c) (d) 
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stiffness of cross-frame is modeling using the nonlinear link element of SAP2000. This is only way 

one can model skewed spring with this program. However, the nonlinear portion of the spring is not 

activated. The finite element model of the bridge is shown in Fig. (12). 

 

 
 

 

Table (3) Properties of elastomeric bearing and lateral bracing system 

 

L 

(m) 

Elastomeric 

bearing size (mm) 

[DIN 4141] 

Cross-

frame size             

(mm) 

Bearing stiffener size                       

(mm) 

Ke 

(kN/m) 

Kb (kN/m) 

In. beam Ex. beam 

40 200 × 250 × 52 L120 × 10 2PL.130 × 10 × 920 1352 417237 233892 

60 200 × 400 × 52 L130 × 12 2PL.150 × 14 × 1320 2162 298871 167750 

80 250 × 400 × 74 L140 × 14 2PL.150 × 14 × 1620 1887 236362 141496 

100 250 × 400 × 85 L180 × 14 2PL.180 × 16 × 1910 1640 217565 120891 

120 300 × 400 × 96 L200 × 16 2PL.200 × 18 × 2280 1740 181415 101798 

 

Analysis of the Bridge Models 

    A parametric study is performed to study the validity of seismic design force recommended by 

AASHTO for bridges in SPC (A). The bridge models are analyzed by two methods: 

 Response spectrum analysis (dynamic analysis) using the AASHTO’s design response spectrum 

curve with acceleration coefficient (A) equals to (0.05 & 0.09) and soil profile type II (site 

coefficient(S)=1.2) which are applied in two horizontal orthogonal directions X and Y.  

 Simplified AASHTO method (static analysis): according to his method a static load of [0.2 w(x)] 

is applied uniformly on the bridge model in two horizontal orthogonal directions X and Y.  

Fig. (12) Finite element model of two span continuous bridge 
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    The vibration modes and corresponding mass ratio of the bridge models are summarized in table 

(4). The variation of the maximum value of individual elastomer shear forces and bracing forces at 

end and center support against span length when the base excitation in X and Y directions are 

summarized in Figs. (13), (14), (15) and (16). 

    It is noticed that the elastomer and bracing shear forces increase as the bridge length increases. In 

addition the elastomer shear forces at end and center support and bracing forces at end support 

decrease for all skew angles ranging from 0 to 45 degrees, but remained much closed and for skew 

angle over 45 degrees the shear forces increase with increasing skew angles, while bracing forces at 

center support decrease with increasing skew angle from 0 to 60. It is also observed that bridge with 

45 degrees skew angle or higher, the max. responses reverses its direction, for example the max. 

elastomer shear force is obtained by applying the base excitation in opposite direction (Y). 

    For all cases, the simplified AASHTO method has yield a higher force than response spectrum 

method with (A=0.05 & 0.09) except for straight and 15 skewed bridges, whereas AASHTO method 

underestimates the bracing forces at center support by ratio of (3.025 to 12.262%). 
 

Table (4) Vibration modes and corresponding mass ratio of the bridge models 
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(a)                                                     (b)                                                   (c) 

Fig. (13) Elastomer shear forces at end support due to (a) response spectrum with A=0.05 (b) 

response spectrum with A=0.09 (c) AASHTO methods. 

 

     

(a)                                                    (b)                                                    (c) 

 

 

 

Fig. (14) Elastomer shear force at center support due to (a) response spectrum with A=0.05 (b) 

response spectrum with A=0.09 (C) AASHTO method 
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(a)                                                    (b)                                                   (c) 

Fig. (15) Bracing shear force at end support due to (a) response spectrum with A=0.05 (b) 

response spectrum with A =0.09 (c) AASHTO method. 

 

    

(a)                                                      (b)                                                 (c) 

Fig. (16) Bracing shear force at center support due to (a) response spectrum with A=0.05 (b) 

response spectrum with A=0.09 (c) AASHTO method. 
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CONCLUSIONS 

- For the case studies considered, the results indicate that the simplified AASHTO method for single 

span bridges when compared with MMRS method can underestimate the seismically induced 

transverse shear forces (cross- frame forces) with different support conditions by as much as 52%. 

The same trend for the longitudinal shear forces (elastomeric bearing forces) for bridges with 

supports that restrained in the longitudinal direction X (pin-x) and with supports that restrained in 

the longitudinal and transverse directions (X and Y) (pin x-y) supports. The underestimate ratio 

range between (19.98–39.05%) for the longitudinal shear force (elastomeric bearing forces) of 

bridges with spring support and with supports that restrained in transverse direction (Y); therefore, 

the simplified AASHTO method can become unsafe for zone 3 and 4 and soil type II. 

- The results shows that the proposed seismic design force of (2.5 multiplied by acceleration 

coefficient multiplied by tributary weight w(x)) is suitable and safety method for all cases and can 

be recommended for single span bridges in lieu the simplified AASHTO method for seismic zone 3 

and 4 and for soil type II. 

- A parametric study on seismic design force for two span continuous bridges in performance 

category A (SPC A) shows that the seismic design force [0.2 w(x)] which is recommended by 

AASHTO is safe and conservative method to predict the shear forces transferred by connection 

elements to substructures for practical bridge systems in SPC (A). 
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ABBREVIATIONS 

 

AASHTO  American Association of State Highway and Transportation Officials 

ASCE   American Society of Civil Engineers 

Ex.                           Exterior  

In.  Interior 

MMRS  Multi mode response spectrum method 

SAP 2000   Structural Analysis Program 

UBC  Uniform Building Code 
 

SYMBOLS 
 

A                                 Cross sectional area of steel beam  

bfb                                         Bottom flange width of steel beam                         

bft                                          Top flange width of steel beam 

h                                  Depth of steel beam 

Iy,  Iz                                    Second moment of area about y and z axes respectively                             

kb                                          Lateral bracing stiffness 

ke                                          Elastomeric bearing stiffness 

L                                  Bridge length 

tfb                                          Bottom flange thickness of steel beam 

tft                                           Top flange thickness of steel beam 

ts                                             Deck slab thickness   

tw                                           Web thickness of steel beam 
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ABSTRACT 

Some of the newly constructed highway pavements in Iraq have shown premature 

failures with consequential negative impacts on both roadway safety and economy. 

Major types of these failures are permanent deformation (rutting) and cracking. Fillers 

were suspected to be a major contributor to these failures. The objective of this study is 

to evaluate the influence of new different fillers extracted from different local sources 

on the performance of asphalt mixtures. The effect of filler type and content on the 

failures potential of asphalt concrete as well as other mixes properties was investigated. 

A detailed laboratory study is carried out by preparing asphalt mixtures specimens using 

aggregate from Al-Taji quarry, (40-50) grade asphalt from dourah refinery and three 

different types of fillers (Portland cement, Silica fume, and Fly ash) were tested in the 

laboratory. Marshal Mix design was made using all types of fillers and different ratios 

to evaluate the performance of different types and filler quantities in the asphalt 

mixture. The mechanical properties of mixes were studied using indirect tensile 

strength, creep and marshal tests. Three different tests temperature (15,30,45C°) were 

employed in the indirect tensile test to investigate the susceptibility of these mixes to 

change in temperature. Results of this study indicate that replacement of Portland 

cement by 9.8% of silica fume aggravates resistance of the mixes to rutting and 

cracking. Furthermore, coal fly ash cannot be used as mineral filler in hot mix asphalt 

paving applications. 

 الخلاصة
الطرق المَبْنيةِ حديثاً في العرراق ححردب بيرا حرافشَ فهرل ليرا حر ثيراشِ عرىبيةِ نىرلأ ارل مرن ا مران البعض مِنْ أرصفةِ 

المواد المالئة حُعحبر من العوامل المعراىمة فري . والهقوق ا خاديد النوع الرئيعي لحافشِ الفهل ىذه. واقحصاد الطرق
ييّمَ ح ثيرَ المواد المالئة المخحىفِرة الدديردِا المعرحخردة مِرنْ إنّ ىدفَ ىذه الدراعةِ ىو حقُ. حدوب مثل حافشِ الفهل ىذه

إن ح ثير النوعِ ومححوى المواد المالئرة نىرلأ إماانيرةِ حردوب . المصادرِ المحىيّةِ المخحىفةِ نىلأ أداءِ الخىطاشِ الإعفىحية
حرم نمرل دراعرة مفصرىة . منيراحم الححُقّق  ا خرى قدحافشَ فهل الخرعانةِ الإعفىحية بالإضافة إللأ خواص الخىطاش 

مررن مصررفاا الرردورا و ث ثررة ( 34-04)بححضررير نمرراذط خىطرراش إعررفىحية باعررحعمال راررام مررن مقىرر  الحررادي و إعررفىش 
نمررل حررم . قررد حررم اخحبارىررا فرري المخحبررر( افعررمنش البورحىنررديا دخرران العرريىيااا رمرراد الفحررم)أنررواعِ مررن المررواد المالئررة 

المررادا أنرواع المررواد المالئرة والنِعَرمِ المخحىفررةِ لحَقيريم أداءِ ا نرواعِ المخحىفررةِ واميراشِ مارهرال باعررحعمال مخحىرف  حصرميم
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حررم دراعرة الخرواص المياانيايرة لىخىطراش باعررحعمال فحرص الهردا ال يرر مباهررا فحررص . فري الخَىِريْطِ الإعرفىحي المالئرة
قد إعرحخدمشْ فري فحرص الهردا ال يرر  ),C°03,5454)ث ثة  من درداش الحرارا المخحىفةِ . الزحف وخواص مارهال

نَحررائِه ىررذه الدراعررةِ حُهرريرُ برران اعررحبدالِ الإعررمنشِ . مباهرررِ لحَحرررّي عرريولةِ حرر ثّر ىررذه الخىطرراش بررالح ير بدردررةِ الحرررارا
نر وا نىرلأ ذلركا إن رمراد . مِنْ دخرانِ العريىياا يحعرن مقاومرةَ المرزيهِ إلرلأ الزحرف والهرقوق%  8.9البورحىندي م الر
 .معدني في حطبيقاش خىطاش الحبىيط افعفىحي  امالئ اعحعمالوالفحم فيمان 

KEY WORD: Mineral Filler, Silica Fume, Fly Ash. 

 

INTRODUCTION 
Pavement systems in Iraq are exposed to a multitude of severe environmental factors, 

mainly the heavy axle load applied on the road, the high traffic and the excessive high 

temperature. Road usually show excessive failures at an early stage of the pavement 

life. A major step in the improvement of the existing performance of roads starts with 

modification of mix design. The filler plays a major role in the properties and behavior 

of bituminous paving mixtures (Ilan Ishai, et al, 1980). The mechanical properties of 

bituminous road pavement depend decisively upon the properties of its filler-bitumen 

(S.Huschek,et al,1980). For modification of asphalt paving materials, the high quality 

additives are quit expensive for the mass production of bituminous mixtures, a solution 

to this problem can be obtained by considering the influence of natural mixture 

ingredients, such as filler (Ilan Ishai, Joseph Craus, 1980). Mineral fillers were 

originally added to dense-graded HMA paving mixtures to fill the voids in the aggregate 

skeleton and to reduce the voids in the mixture (Brian D. Prowell, et al, 2005).  Filler 

used in the asphalt mixture are known to affect the mix design, specially the optimum 

asphalt content. The term (filler) is often used loosely to designate a material with a 

particle size distribution smaller than #200 sieve. The filler theory assumes that "the 

filler serves to fill voids in the mineral aggregate and thereby create dense mix", 

(I.Abdulwahhab, 1981). Filler particle are beneficial because of increased resistance to 

displacement resulting from the large area of contact between particles. It was found 

that fillers increase compactive effects required to compact specimens to the same 

volume or air void content. This effect becomes more pronounced with increasing 

concentration of fillers. An early study made by Clifford Richardson, concluded that the 

role of the filler was more than void filling, implying that some sort of physical –

chemical interaction occurred. Increasing amount in excess of upper limits produced 

pavements that cracked and checked while being rolled. In warm weather traffic tests, 

the pavement with excessive filler showed more cracking and checking under load. The 

cold weather tests showed no detrimental effects resulting from the excessive filler 

(Ervin L. Dukatz, et al, 1980).  It is believed that the filler had a dual role: a) a portion 

participates in the particle to particle contact, and b) the rest floats in the asphalt, 

forming a high consisting binder. High filler concentration introduced non_newtonian 

flow behavior.(Ervin L. Dukatz, et al, 1980). The addition of filler to the mixture can 

improve adhesion and cohesion substantially. The effect of the addition of filler is 

directly related to their characteristics and the degree of concentration of the filler in the 

bitumen-filler system. The addition of filler might benefit the reduction of hardening by 

age and improve the property of flow at low temperature.  The function of mineral filler 

is essentially to stiffen the binder. A higher percentage of very fine filler may stiffen the 

mixture excessively, making it difficult to work with and resulting in a crack susceptible 

mixture. According to various studies, the properties of mineral filler especially the 

material passing 0.075mm (No. 200) sieve (generally called P200 material) have a 



Journal of Engineering 

 

Volume   16   September   2010 

       

Number 3 
 

 

 3530 

significant effect on the performance of asphalt paving mixtures in terms of permanent 

deformation, fatigue cracking, and moisture susceptibility. ( Kandhal, et al ,1998) 

 

 

OBJECTIVE OF THE STUDY 

 To determine the effect of filler type and content on the mechanical properties of 

asphalt concrete paving mixture. 

 To study the effect of new material of mineral filler on the properties of asphalt 

mixtures and compared it with traditional filler (Portland cement) 

 

MATERIALS 

The Materials used in this study are locally available and selected from the currently 

used materials in road construction in Iraq.  

Asphalt Cement 

One type of asphalt cement with penetration graded of (40-50) was used in this study; it 

is obtained from Dourah refinery. The physical properties of this type of asphalt cement 

are shown in Table (1). 

Table (1): Physical Properties of Asphalt Cement. 

 

Test 

 

Unit 

 

ASTM 

Results 

D ( 40-50 ) 

Penetration 25°C,100 gm , 5 sec. 1/10 mm D5 43 

Absolute Viscosity at 60°C (*) Poise D2171 2070 

Kinematics' Viscosity at 135C (*) C St. D2170 370 

Ductility (25°C, 5 cm/min.) Cm. D 113 >100 

Softening Point ( Ring & Ball ) C° D 36 50 

Specific Gravity at 25°C (*) ……. D 70 1.04 

Flash Point C° D 92 332 

           (*) The test was conducted in Dourah refinery 

 

Aggregate 

One type of crushed aggregate was used in this study, which was brought from Mix 

plant of Amanat Baghdad. The source of this type of aggregate is Al-Taji quarry. The 

physical properties of the aggregate are shown in Table (2). One nominal maximum size 

(12.5) was selected with two selected aggregate gradations; these two gradations were 

selected to compare the effect of restricted zone on the mix performance. Where G2 

gradation is passing through the Superpave limitation control points and restricted zone, 

while, the gradation G1 is located out of the Superpave restricted zone requirement. 

Mixes design were prepared for heavy traffic level using the traditional Marshall 

methodology. These gradations are shown in Figure (1) and presented in Table (3). 

Three Selected Combined Gradations of Aggregate and Filler are shown in Table (4).  
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Table (2): Physical Properties of Al-Taji Quarry Aggregate. 

Property 

 

Coarse 

Aggregate  

Fine Aggregate  

G1 G2 G1 G2 

Bulk specific gravity ASTM C 128  2.52 2.53 2.6 2.61 

Apparent specific gravity  

ASTM C127 and C128 

2.525 2.528 2.632 2.651 

Percent water absorption 

ASTM C 127 and C 128 

0.54 0.55 0.62 0.933 

 

Table (3): Job Mix Formula's for Wearing Course of the Selected Gradation
.
 

 

 

 

Figure (1) Gradation of Wearing Course for two selected gradation. 

 

 

 

 

Sieve  

opening  

( mm ) 

Percent Passing 

Gradation Shape 

G1 G2 

19 100 100 

12.5 94 91 

9.5 85 79 

4.74 70 57 

2.75 42 43.4 

1.18 29 34 

0.6 20.2 27 

0.3 14.4 16 

0.15 11.6 12.2 

0.075 9.8 9.8 
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Table (4) Selected Combined Gradations of Aggregate and Filler 

 

Sieve 

Size 

(mm) 

Percent Filler 

5.8%  (C) 7.8%   (B) 9.8%  (A) 

Percent Passing 

Gradation Shape 

G1 G2 G1 G2 G1 G2 

19 100 100 100 100 100 100 

12.5 94 91 94 91 94 91 

9.5 85 79 85 79 85 79 

4.74 70 57 70 57 70 57 

2.75 42 43.4 42 43.4 42 43.4 

1.18 29 34 29 34 29 34 

0.6 20.2 27 20.2 27 20.2 27 

0.3 14.4 16 14.4 16 14.4 16 

0.15 11.6 12.2 11.6 12.2 11.6 12.2 

0.075 5.8 5.8 7.8 7.8 9.8 9.8 

Mix Composition 

Asphalt 4.75% 4.55% 4.75% 4.55% 4.75% 4.55% 

Gmm of Mix when Silica Fume is used 

Gmm 2.4082 2.4044 2.406 2.4023 2.404 2.4 

Gmm of Mix when Fly Ash is used 

Gmm 2.314 2.3105 2.28 2.278 2.2498 2.2462 

Gmm of Mix when Portland Cement is used 

Gmm 2.4339 2.4301 2.4409 2.437 2.449 2.445 

 

Mineral Filler 

It has long been recognized that the filler plays a major role in behavior of the asphalt 

mixtures. The importance of fillers in asphalt mixtures has been studied extensively. In 

this study three types of fillers (Portland cement, silica fume, and fly ash) has been 

used, which is obtained from the different local sources. The physical properties of 

different fillers are shown in Table (5).  

 

                              Table (5): Physical Properties of Mineral Fillers.  

Property Portland cement Silica fume Fly Ash 

Specific Gravity 3.12 2.5 1.41 

% Passing sieve No.200 ASTM C117 90 90 90 

 

Characterization of the Mineral Filler 

Fillers fill voids between coarse aggregates in the mixture and alter properties of the 

binder, (Yong-Rak Kim et al ,2003). Mineral filler increase the stiffness of the asphalt 

mortar matrix, improving the rutting resistance of pavements. Mineral filler also help 

reduce the amount of asphalt drain down in the mix during construction which improve 

durability of the mix by maintain the amount of asphalt initially used in the mix. The 

addition of fillers is known to stiffen asphalt. The degree of stiffening is a function of 

several filler and asphalt properties, which are not well understood (Naga Shashidhar
1
, 

Pedro Romero
1
 1998). The fillers used in this study are:  
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Portland cement 

Portland cement is essentially a calcium silicate cement, which is produced by firing to 

partial fusion, at a temperature of approximately 1500C°,(John Newman, Ban Seng 

Choo, 2003). 

Fly Ash 

Since the first edition of Fly Ash Facts for Highway Engineers is in 1986. Fly ash is the 

finely divided residue that results from the combustion of pulverized coal. It can be used 

as cost-effective mineral filler in hot mix asphalt (HMA) paving applications. Where 

available locally, fly ash may cost less than other mineral fillers. Also, due to the lower 

specific gravity of fly ash, similar performance is obtained using less material by 

weight, further reducing the material cost of HMA.,(American coal ash association, 

2003). 

Silica Fume 

Silica fume is a by-product resulting from the reduction of high purity quartz with coal 

in electric arc furnaces in the manufacture of silicon and ferrosilicon alloys. 

Silica fume is an ultra-fine powder consisting of nearly spherical particles around 100 

times smaller than a grain of cement. A size distribution of silica fume, relative to 

portland cement and fly ash, is shown in the following Figure(2), (Prof.Zongjin 

Li,2007). 

 
Figure(2), Size Distribution of Silica Fume, Fly Ash, and Portland Cement. 

Preparation of Mix Design 

In the work reported in this paper a series of minus No. 200 (75 m) mineral fillers were 

used to prepare and characterize hot-mix asphalt concrete. The same mix design 

methods that are commonly used for hot mix asphalt paving mixtures are also 

applicable to mixes in which different filler is used. The percentage of filler to be 

incorporated into the design mix is the three percentage (5.8%, 7.8%, 9.8%), denoted as 

C, B, A respectively, to determine which percentage satisfy all the required design 

criteria. The mix proportions and aggregate gradation for the asphalt mixtures tested are 

shown in Table( 3) and Table (4). During the mixing in the laboratory, it is noticed that 

the mixtures with fly ash became so stiff that it could not be mixed by hand, and silica 

fume shows good dispersion throughout the mixture. 

Testing Procedures 

Indirect Tensile (IDT) Strength Test 

The indirect tensile test was developed to determine the tensile properties of cylindrical 

concrete and asphalt concrete specimens through the application of a compression load 

along a diametrical plane through two opposite loading heads. This type of loading 

produces a relatively uniform stress acting perpendicular to the applied load plane, 

causing the specimen to fail by splitting along the loaded plane, (Ahmed, et al , 2006).  

Test specimens 2.5 inches thick and 4 inches diameter were compacted and then tested 

using curved steel loading strips 0.5 inch wide. The maximum load carried by the 
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specimen was found, and the indirect tensile stress at failure was determined and 

presented. 

Static Creep Test  

The Static Creep test method is used to determine the resistance to permanent 

deformation of HMA at temperatures and loads similar to those experienced in the field. 

Measured creep properties include strain_time relationship and stiffness. According to 

TxDOT, the main disadvantage of this test is that the results do not seem to be 

repeatable. The main advantage of this test is that it can be performed within a day and 

test results reasonably predict the field performance (Rajpal Sugandh, et al, 2007). 

Test Result and Discussion 

Effect of Mineral Fillers on the Volumetric Properties of HMA 

The HMA specimens were prepared in the laboratory; it were tested in the laboratory to 

determine the properties of asphalt concrete mixtures, such as, Marshall  properties 

(bulk density, air voids, voids filled with asphalt, voids in mineral aggregate), to 

evaluate their effect on the HMA behavior. Figures (3,4,5) shows that the relations 

between filler content and Marshall properties is  typical to common trend in asphalt 

content mixes. It can be seen from Figures, that these volumetric properties are checked 

against the requirements. For silica fume and Portland cement, all the requirements are 

satisfied. For the silica fume, increasing the filler content increased the air voids. This 

abnormal effect may be due to the stiffening of the mixture by silica fume. It can be 

seen from Figures, that the volumetric properties of fly ash filler shows, that VTM, 

VMA values are higher if compared with Marshall properties values and lower VFA 

values. The specific gravity of fly ash is low, therefore, a given weight percentage of fly 

ash will usually occupy a greater volume than that of a conventional filler material.  

 

  

 
Figure (3) Effect of Portland Cement on volumetric properties. 
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Figure (4) Effect of Silica Fume on volumetric properties. 

 

 

 
Figure (5) Effect of Fly Ash on volumetric properties. 

 

EFFECT OF MINERAL FILLERS ON THE PERFORMANCE OF HMA 

Filler content have a considerable effect on the mixture making it act as a much stiffer, 

and thereby affect the HMA pavement performance including its fracture behavior. The 

indirect tensile strength has been used to evaluate the mixture resistance to cracking. To 

study the effect of varying test temperature on the quantity of mixture, three different 

temperatures (15, 30 and 45C°) are used in the indirect tensile strength test. Figures 

from (6) to (8) show the influence of mineral fillers on tensile strength at different test 

temperatures. For filler type, from figure (8) shows that mixture with silica fume has the 

highest tensile strength at all test temperatures. And it indicated higher value of 

temperature susceptibility than other fillers, indicating that silica fume can be expected 
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to provide excellent resistance to stripping. Figure (7) shows that mixtures with fly ash 

have the lowest tensile strength. Amount in excess of filler content of fly ash produced 

pavements that cracked and checked while being rolled. The failure in the tensile 

strength is attributed to the many voids that weaken the cross-section. The success of 

Portland cement as a filler was believed to be caused partly by its high specific gravity. 

 

 

Figure(6) Effect of  Portland Cement on Tensile Strength for asphalt mixtures 

 

 Figure(7) Effect of  Fly Ash on Tensile Strength for asphalt mixtures 

 

Figure(8) Effect of  Silica Fume on Tensile Strength for asphalt mixtures 

The rheological properties of the material resulting from the incorporation of mineral 

filler into mixture may differ substantially from those of the traditional mixture. The 

creep test results, reported in Figures (9,10,11) and presented in the form of strain_time 
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curves for various mixes. From Figures, it can be conclude, that fly ash had a very 

significant effect on the creep properties of the asphalt concrete mixtures. At 5.8% and 

7.8% percent, Portland cement have the less permanent strain when comparing with 

silica fume, but when the percent is increased to 9.8%, the silica fume has the lowest 

permanent strain. 

 
Figure(9) Strain-Time relationship for Cement filler in asphalt mixtures. 

 

 
Figure(10) Strain-Time relationship for Silica fume filler in asphalt mixtures. 

 

 
Figure(11) Strain-Time relationship for Fly ash filler in asphalt mixtures. 
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CONCLUSIONS 

Based on the experiment employed in this study, the following conclusions could be 

made.  

 Fly ash has less workability and less tensile strength of asphalt concrete 

mixtures when compared to other asphalt concrete mixes. 

 Silica fume and Portland cement have more workability and higher tensile 

strength in asphalt concrete mixes. 

 The compaction effort required to achieve density increases as the concentration 

of filler in asphalt concrete mixtures is increased. 

 The incorporation of fly ash filler in the mixture will always cause a significant 

reduction in mixtures mechanical properties. 

 The percentage of fly ash filler to be incorporated into the mix design is the 

lowest percentage that will enable the mix to satisfy all the required design 

criteria. 
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MODELING AND SIMULATION OF A  BUCK CONVERTER 

CONTROLLED  A SENSORLESS DC SERIES MOTOR 
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ABSTRACT 
 This paper presents modeling and simulation of a speed sensorless control for dc series motor 

driven by a buck converter through computation of the motor speed from converter output voltage 

and current. The system model considers the nonlinearity of the series motor magnetization 

characteristics including the variation of the field inductance with the motor current. 

 

 :الخلاصه
طز علي سزعتً ومسي يقدم البحث ومذجت ومحاكا ة محزك تيار مستمز متوالي الاثاري مغذى مه محول تيار مستمز خافض للفولتيً

اخذ بىظز الاعتبار اللا خطياث للخواص المغىاطيسيً للمحزك متضمىت تغيز ومذجت المحزك ت. بدون استخدام متحسس سزعً

  .معامل الحث الذاتي لملفاث الاثاري المتواليً مع تغيز التيار

 

KEY WORDS: DC series motor, speed control, sensorless. 

 

List of Symbols: 

:ge Motor generated voltage (or back emf). 

:sf Converter switching frequency. 

:ai Motor armature current. 

:Li Converter inductor current. 

:oi Converter output current. 

:pK Controller proportional constant. 

:n Motor speed. 

on : Motor speed corresponding to that of gE  versus aI  curve. 

:refn Motor reference speed. 

:dT Developed torque. 

:av Motor armature voltage. 

:cv Converter capacitor voltage. 
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:ov Converter output voltage. 

:B Friction coefficient. 

:C Converter capacitance. 

:D Duty ratio.  

:gE Average motor generated voltage. 

:aI Average armature current. 

:J Moment of inertia. 

:.Ka Back emf and torque constant. 

:L Converter inductance. 

:aL Motor armature circuit inductance. 

:fL Series field inductance 

:aR Motor armature circuit resistance. 

:fR Series field resistance 

:esrR Capacitor equivalent series resistance. 

:lR Converter inductor internal resistance. 

dT  : Motor developed torque. 

:iT Controller integral constant. 

:
l

T Load torque. 

sT  : Switching time period 

:aV Average motor armature voltage. 

:cV Average capacitor voltage. 

:oV Average converter output voltage. 

:sV Converter input voltage. 

:Li Converter inductor current ripple. 

:  Flux linkage in the field in Wb-turn. 

 : Flux in Wb. 

 

INTRODUCTION 
DC  series motor are extensively used in traction and application which required high starting 

torque[Seen].Its speed can be controlled by varying the armature voltage using dc-dc converter 

operated in high switching frequency to supply continuous armature current without significant 

torque and speed ripple. There are many articles study the modeling of the dc series motor, some of 

them like [Okoro 08] and [Soliman 95] ignores all the nonlinearity of the magnetization 

characteristics while [Samir 98] take its effect on the back emf and the developed torque, but 

consider the inductance of the series field is constant. 

In much application the use of speed sensors like tachogenerator or shaft encoder will add a 

significant cost and weight to the drive system. In this work, these adverse effects can be avoided 

using a sensorless speed control. The first section of this work demonstrates the design, modeling 

and simulation of the buck converter, while section two explains the dc  series motor modeling and 

simulatin.The speed computing unit , the PI controller will explained in section four and five 

respectively. The system performance is evaluated using Matlab Simulink toolbox through 

demonstrating the transient response of the motor speed and current due to step change in the 
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desired speed, load torque, and the input voltage. The block diagram of the proposed system is 

shown in Fig.1, where the output voltage of the buck converter is applied to the dc series motor. 

The motor armature voltage and hence its speed is controlled by using a pulse width technique to 

control the power MOSFET. The reference speed signal which represents the required motor speed 

is compared with the actual speed which is computed from the measurement of the armature 

voltage and current. Any disturbance in the motor load torque or converter input voltage or change 

in the reference speed causes the PI controller to produce an adequate control signal which is then 

compared with a constant frequency sawtooth waveform to adjust the duty ratio of the gate control 

pulses to maintain the motor actual speed equal to the reference speed. 

 

 

-The buck converter design, modeling and simulation: 

The buck converter steady state output voltage depends linearly on the duty ratio D which is 

defined as the ratio of the on duration to the switching time period. The converter output voltage is 

given by: 

 

                       aV  = sVD.                                                  0     D    1                            (1) 

 

The buck converter modes of operation are explained in details by [Mohan 03]. 

The converter switching frequency is 20 KHz, and the input voltage is 240V. 

 

Inductor design: 

 

The inductor value depends on the admissible current ripple  iL  which is given by the following 

relation [Mohan 03]: 

 

                  
L

iL

1
 ( sV  – aV ).

sf

D
                                                                               (2) 

 

The continuous conduction mode of the converter is ensured by making the minimum output 

current equal to the minimum permissible motor current which is taken to be 1A according to the 

specifications of the used motor in this work. Therefore  AiL 2  is the maximum admissible 

value. Solving eq. (2) for L  yields: 

 

                
L
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Where:    
s

s
f

T
1

  

Substitute eq.(1) in eq.(3), gives: 
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Clearly the maximum value of the right hand side of eq. (4) occurs at 5.0D , thus the value of the 

inductor becomes: 

 

            
L

ss

i

TV
L




4

.
                                                                                                            (5) 

 

Taking AiL 2  , the value of the inductor will be 1.5 mH . 

 

Capacitor Design: 

The output voltage ripple can be minimized by making the corner frequency cf  of the output LC 

filter  such that  sc ff  , also a rule of thumb of /300 f A  minimum at KHz20  is more realistic 

when electrolytic capacitors are used[Chyrysis 89]; accordingly for the 8.2A rated armature current, 

the capacitor selected to be 3300 f .  

 

Converter Model: 

The averaged state space equations for the buck converter are [Chrip 07]: 

 

   ).(
1

olL

L vRivd
Lt

i
s





                                                                                         (6) 
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
                                                                                                 (7) 

 

           )( oLesrco iiRvv                                                                                           (8) 

 

Where: 

               1d     When the switch is on. 

               0d    When the switch is off. 

The converter matlab-simulink is shown in Fig.2 where the converter is controlled using pulse 

width modulation technique which its matlab-simulink  is simply shown in Fig.3. 

  

III-DC motor Modeling and Simulation: 

The dc series motor is modeled by the equations below: 

 

             
t

i
L

t

i
LiRRev a

f

a

aafaga








 ..).(                                                        (10) 

Where: 

             niKae ag )..(.  
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 Where 0 ai  

 

 

The torque balance equation is: 
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t

n
JnBTT ld



 ..                                                                                          (11) 

 

Where: 

              aad iiKaT ).(.  

 

 gE  Versus aI  and  f  versus aI  for the used motor are shown in table (1) [Sailendra 87].These 

curves are interpolated with piecewise linear interpolation using the one dimension lookup tables of 

the matlab simulink library. These curves and motor parameters shown in the appendix are used in 

the matlab- simulink  of the dc series motor as in Fig.4. 

 

Table 1. Flux linkage ( f ) and emf  ( gE ) as a function of armature current 

 

   aI  in A     f  in turnWb  
gE  in V  at                           

on =1600 rpm  

    0.0     0.0     5.0 

    1.0     0.115     22.25 

    2.0     0.28     35.0 

    3.0     0.415     52.5 

    4.0     0.54     67.0 

    5.0     0.665     79.0 

    6.0     0.76     88.5 

    7.0     0.82     95.5 

    8.0     0.88     102.0 

    9.0     0.94     106.5 

  10.0     0.99     108.5 

 

 

 

 

IV- Speed Computing Unit, PI controller, and Current Limiter: 

Using eq.(10) in terms of the average values, the motor speed can be computed as: 

 

)(.

)(

a
IKa

IRRV
n

afaa




                                                                                                    (12) 

 

 

)(. aIKa  is found from the one dimension lookup table ( gE  versus aI ) after division the back emf 

by the motor speed ( on ) at which the motor back emf is measured. The output of this unit is passed 

through a low pass filter to remove or reduce the noise. The simulink of this unit is built as shown 

in Fig.5. 



B. M.H. Jassim                                                                             Modeling And Simulation Of A  Buck Converter 

T. M. Ali                                                                        Controlled  A Sensorless Dc Series Motor 

 

 5382 

Using transient performance specification [Basilio 02], P-I controller is designed and tuned such 

that its transfer function is given by: 

 

)
.

1
1()(

ST
KSK

i

p                                                                                                      (13) 

 

Where: 1.1pK  and .4.0 SecTi   

A current limiter is used to protect the system from the large starting and transient currents, which 

can be damage the converter and possibly the motor. Fig.6 and Fig.7 represent the simulink of the 

controller and the current limiter respectively. 

 

V-Simulation Results: 

Based on the system model, the motor parameters, and the converter parameters shown in 

appendix, Simulink is used to simulate the system under consideration as shown in Fig.8. The 

dynamic performance of the drive system is evaluated through step disturbances in the desired 

speed, load torque, and converter input voltage.Fig.9 shows the transient response  of  the motor 

speed and current due to step increase and decrease in the desired speed ( from 100 rad/sec to 200 

rad/sec at t = 5 sec and from 200 rad/sec to 100 rad/sec at t =10sec), when the load torque is 2.5N.m 

at rated converter input voltage. The motor attained its reference speed in about 2.5 sec. Fig.10 

demonstrates the response due to step increase and decrease  in the load torque (from 1.5 N.m to 3 

N.m at t = 6sec and from 3 N.m to 1.5 N.m at t = 10sec), when the desired speed is 200 rad/sec at 

rated converter input voltage. The speed is restored to the reference value within 1.5 sec. 

Furthermore the system is tested by step decrease and increase in the converter input voltage as 

shown in Fig.11 ( from 240V to 180V at t = 5sec and from 180V to 240V at t= 10 sec, when the 

load torque is 2.5N.m and motor speed is 200 rad/ Sec.).The motor retained its reference speed 

within 2 sec. The three figures clarify the soft start of the motor and the operation of the current 

limiter. 

 

VI-Conclusion: 

A dc series motor fed from buck converter with sensorless speed control is simulated taking the 

nonlinearity of the dc series motor in consideration and this will lead, to expected good coherency 

between the simulation and practical results if the system is implemented. Speed computation unit 

is used based on the measurement of the converter output voltage and current. The system 

simulation shows the effectiveness of this speed unit with satisfactory operation of the PI controller 

since the speed response has small overshoot, accepted rise time with nearly zero steady state error. 
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APPENDIX:  

The dc series motor used has the following specifications: 

DC series motor, 110V, 8.2-A, 2300 rpm, 0.9 Kw 

 32.2fa RR , ,25mHLa  mKgJ  025.0
2
, .sec/..001.0 radmNB   

The buck converter specifications are: 

Input voltage VVs 240 . 

Output voltage ao VV   is adjustable according to required speed and load. 

Output current ao II  = 8.2 A . 

mHL 5.1 , with internal resistance lR 0.017 , C 3300 .f with esrR 0.05 , switching 

frequency .20KHzf s   
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                                           Fig.1 Sensorless dc series drive system 
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                                                         Fig.9 Transient response due to step increase and decrease in speed      
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                                                         Fig.10 Transient response due to step increase and decrease in load torque 
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                                                        Fig.11 Transient response due to step increase and decrease in the input voltage 
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DERIVATION OF THE LORENTZ-EINSTEIN 

TRANSFORMATION VIA ONE OBSERVER 

 

O.M.AL-Kazalchi                      Faiz T. Omara 

Electrical Department 

College of Engineering 

University of Baghdad 

ABSTRACT: 

Lorentz-Einstein transformation derived by Einstein in his theory of special 

relativity. Physical laws and principles are invariant in all Galilean reference frames 

under this transformation. The transformation in every day use in a host of contexts as 

in free solution of the Dirac equation in the modern field of heavy ion in atomic 

physics. Most books on theoretical physics and special theory of relativity and a l l  

research papers have derived the Eorentz-Einstein transformation using various 

propositions and employing two observers each located in Galilean system with relative 

motion receding the same events in the space-time manifold. This paper derives 

Lorentz-Einstein transformation by proposing just one observer using local coordinates 

of two Galilean system with relative motion following the track of a spherical pulse of 

light, which to our knowledge is not found in the literature. 

 :الخلاصة
 

اَشتايٍ حيج تكىٌ انقىاَيٍ  -اَشتايٍ في َظزيته انُسبيت انخاصت عهى تحىيم يذعى الاٌ تحىيم نىراَتش

ستخذاياث يتعذدة كًا هى انحال في اٌ نهذا انتحىيم ا. لاسيت في جًيع الاَظًت انغانيهيت في هذا انتحىيمانفشيائيت 

في يعظى كتب  اَشتايٍ -نىراَتشيشتك تحىيم  .يعادنت ديزاك في انًجال انحذيج نلايىٌ انخقيم في انفيشياء انذريت

انفيشياء انُظزيت وكتب انُظزيت انُسبيت وفي جًيع انبحىث بًىجب فزضياث يتبايُت وبفزض وجىد يشاهذيٍ كم 

جع َظاو غانيهي بيُهًا حزكت َسبيت ويحسب كم واحذ يُهًا عهى اَفزاد َفس انحىادث واحذ يُهًا يستقز عُذ يز

بفزض يشاهذ واحذ يستخذو احذاحياث َظاييٍ  اَشتايٍ -تحىيم نىراَتشفي فضاء انخز يكاٌ يهذف لأشتقاق 

 .غانيهييٍ بيُهًا حزكت َسبيت ويتبع انًسار نُبضت ضىئيت كزويت

 

KEY WORDS: Relativity theory, Lorentz-Einstein transformation. 
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INTRODUCTION: 

-  Four-Dimensional Manifold. 

An observer observing the positions in three-dimensional Euclidean space of certain 

events records with reference to an orthogonal Cartesian system X of axes (x, y, z) or 

(x
i
) , i=l, 2, 3 the space coordinates. The observer using system of axes also measures 

by means of synchronized clocks stationary in the system, the time " t " at which the 

events occupying the observed positions thus an event is completely recorded by the 

(x
i
) , i=l, 2, 3, 4 where the x

4
 denotes the variable time " t ", which is one-dimensional 

continuum " The variable " t " is regarded to be independent not only of the space 

variables (x
i
), i=l, 2, 3 but also of the possible motion of the space reference system" 

[1]. 

    It is possible to think of (x
i
), i=l, 2, 3, 4 as a point in Four-dimensional manifold, 

which may be called the space -time manifold of four dimensions. The same observer 

who is observing the same events will similarly be able to record these events in terms 

of        i=l, 2, 3, 4 with reference to another orthogonal Cartesian system       of axes      

where           is the variable time t measured by clocks stationary in the system     . 

Therefore, (x
i
) and      must be uniquely related to each other, since both record the 

same events in this four-dimensional manifold. 

 

-  The Fundamental Laws of Newtanian  Mechanics 

The first fundamental laws of mechanics as stipulated by Newton (which is so-

called the law of inertia) states that "a material body continues to be in its state of rest 

or of uniform rectilinear motion unless it is acted by an external force" [2]. 

This law holds only in a special reference frames, which are known as "Galilean 

system of reference (or inertial systems of reference)". All systems of reference are 

equivalent from point of view of mechanics, in any such system the three laws of 

Newtonian mechanics hold and are invariant, that is the laws of mechanics have the 

same form, which is called the "Galilean principle of relativity".  

 

-  GALILEAN TRANSFORMATION 

Consider a Galilean system of reference X, and a second system       which is 

moving with a constant velocity V with respect to the first system. Taking the 

space axes of the systems in such away that they are respectively parallel to one 

another and oriented so that the x
1
 and        axes are parallel to the velocity V. 

The formulas for the change of axes are: 

 
 

 
 

…(1) 

(x
i
), 

X (x
i
), (x

4
), 

X (x
i
), 

X 

(x
1
), 

(x
4
), 
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Where the origins of the two systems coincide at = x
4
 =0 

The set of equations (1) is called a "Galilean transformation ". This leads to the 

invariance of Newton laws of mechanics in      , thus the system       is a Galilean 

system too, therefore the laws of inertia valid in X if it is valid in  

From (1) 

 

 

Therefore the velocity of a particle is not invariant when transformed from X to       

under Galilean transformation. Hence, certainly a statement of any law that depends on 

the velocity relative to two Galilean systems, it will not be 

formally invariance when transformed from one Galilean system to another Galilean 

system. In particular the fundamental laws of electromagnetic are not invariant with 

respect to Galilean transformation because these laws depend on the velocity of 

propagation of light. To achieve the invariance of the fundamental laws of 

electromagnetic as well as mechanics, it is necessary to abrogate the hypotheses that 

the time is the same for all observer using Galilean systems independent of their 

relative motion, that is the time " t " is not universal and each system has its own time. 

 

- LORENTZ-EINSTEIN TRANSFORMATION 

To resolve this crises in physics, in 1905, Einstein proposed two propositions:- 

 physical laws and principles have invariant form in all Galilean systems. 

 The speed of light in free space has the same constant value in all 

Galilean systems. [3] 

 

An observer employing the two reference frames X and    as defined above finds 

that a particle acted by no force, will describe a straight line in the X reference frame, 

this means that its space coordinates (x
i
), i=l, 2, 3 referred to the X-system will be 

linearly expressed in terms of the time x
4
. According to the first proposition of 

Einstein, the same observer finds that the particle will also describe a straight line in 

the     -system, consequently the space-time coordinate of        are linear functions of 

the space-time coordinates of X. Thus: 

 

 
Where the a's are functions of the constant velocity V. 

Now, the event x
i
=0, coincides with the event         = 0, i=l, 2, 3, 4. 

 

 

 

X X 

X 

X 

X 

X 

X 

… (3) (summation on j and I, j=1, 2, 3) 

(x
i
), 
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Since the relative motion is parallel to x
1
 , the planes x

2
=0 and x

3
 = 0 must 

be identical. 

Therefore: 

a1
2
 = a3

2
 = a4

2
=0 

Because the x
1
,       axes in the direction of the velocity V, x

2
 and x

3
 cannot be involved 

in the equations of x2and x4, and therefore, 

a2
4
 = a3

4
=0 

a2
1
 = a3

1
=0 

Thus, 

 

 

 

 
All directions normal to V are equivalent, hence  

Where  is a function of v. But it is also true   

Hence   (v)= (-v) 

For directions normal to V , the sign of V unimportant (v)=1 

Therefore

 

 

 
Then (5) becomes 

 

 
Taking differentials to obtain 

 

 

 
 

 
Suppose that a spherical pulse of light sent out from the point P(x

i
), 1=1, 2, 3 of the 

system X at the time x
4
. Light travels with constant velocity in all directions 

independent of the Galilean reference frame, [3, 4]. This means that: 

 
Substituting in the above relationship, then 

 
Or EC

2
+(F-A)C-B=0       …(8) 

(x
1
), 

… (4) 

… (5) 

… (6) 
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Now for a particle not in motion in the X-system, it has the velocity V in the 

 

 Substituting in (7) then 

 

For the same reasons 

 

-AV+B=0    B=AV      ….(10) 

From equations 8, 9 and 10 

 

After substituting in (6), the result is 

 

 

But for the spherical pulse, 

 

 

 

From (11) and (12), one may find that 

 

Hence   (11) becomes 

 

 

Equation (13) is what so called the Lorentz-Einstein transformation's, 6]. 

 

…(11) 

…(13) 
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CONCLUSIONS: 

This paper presents a method for driving the Lorentz-Einstein transformation by 

proposing one observer following a track of a spherical pulse of light in two Galilean 

reference frames in relative motion. 
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HYDRODYNAMIC STUDIES OF BED EXPANSION IN 

LIQUID SOLID FLUIDIZED BED  
 

Sawsan A. M. Mohammed 

Chemical Engineering Department – College of Engineering – University of Baghdad – Iraq 

 

 

ABSTRACT 

      Expanded bed behavior was modeled by using the Richardson-Zaki correlation 

between the superficial velocity of the feed stream and the void fraction of the bed at 

moderate Reynolds number. The terminal velocity expression was developed by 

introducing two empirical parameters, the effective diameter of the particles and an 

exponent for the   lllp  2  term. The Richardson-Zaki exponent constant (n) was 

found to vary with the density ratio  
llp    and diameter ratio Dd p . It was noted 

that when the density ratio  
llp   is less than one, there is no dense phase at the 

bottom of the test section. However, for density ratio  
llp   greater than unity, 

there exists accelerating or dense regime at the bottom of the test section. 

                                                                                                                                                                                                                                                                                                                                                                                                 

:الخلاصة  
 ػت انظاهشيتانسش    بيٍ    صاكي -سيتشاسدسٍ   ػلاقت  باستخذاو  تى في هزا انبحج تًخيم تصشف الاػًذة انًتًذدة 

.تى استحذاث ػلاقت جذيذة نهسشػت . نهؼًىد في حذود يؼتذنت يٍ سقى سيُىنذص  نهًجشي انذاخم وَسبت انفشاؽ  

  lllp  2 نهحذ اسيقطش انًؤحش نحبيباث انحشىة ويقذاسيقذاسيٍ تجشيبييٍ وهًا ان بادخال انُهائيت ورنك  

بيبتقطش انح وانُسبت بيٍ   
llp   صاكي يتغيش يغ انحذ   –نؼلاقت سيتشاسدسٍ   (n) انًقذاس الاسي نقذ وجذ اٌ  

يظهش طىس  اقم يٍ واحذ نى  
llp   انكخافت   كىٌ َسبتكزنك تى يلاحظت اَه ػُذيا ت.  Dd p وقطش انؼًىد   

.كخيف في اسفم انؼًىد بيًُا في حانت كىٌ َسبت انكخافت اكبش يٍ واحذ ظهشطىس كخيف يتساسع في اسفم انؼًىد  

 

 

KEYWORDS: Liquid-solid fluidized bed, Bed expansion, Richardson-Zaki 

correlation. لتمذد الاعمذة المسالة المتكونة من الصلب والسائل دراسة هيذروديناميكية
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INTRODUCTION  
 

    Fluidized beds find extensive applications in chemical process industries as they 

provide large interfacial area, high degree of mixing, and temperature uniformity. In 

particular, liquid-solid fluidization beds are increasingly used in chemical processes such 

as fermentation, biological wastewater treatment, flow gas desulfurization, ore reduction 

etc. Although fluidization can be achieved either by liquid or gas as fluidizing medium, 

gas fluidized beds have gained more importance in scientific community due to its far 

more applications. This is in spite of the fact that possible uses of liquid fluidization in 

the mining industry were suggested as early as in 16
th

 century as a means of separating 

solids of different sizes. Since the emergence of biosciences in the recent years and the 

adaptability of liquid fluidized bed for various applications, the importance of solid-liquid 

fluidized bed is receiving greater attention among scientists and researchers (Navaez et 

al., 1996, Yang and Renken, 2003, Bo and Yan, 2003).    In recent years, the applications 

of liquid-solid fluidized beds are being extended for hydrometallurgy, food technology, 

biochemical processing, etc. Scientific research concerns with reference the 

hydrodynamic structure of liquid-particle, the equilibrium forces for fluid-particle 

interactions and heat or mass transfer properties in fluidized beds. Fluidization quality is 

closely related to the intrinsic properties of particles, e.g. particle density, particle size 

and size distribution, and also their surface characteristics. The expansion characteristic 

of solid particles in a liquid-solid fluidized bed is a function of superficial liquid velocity. 

A quantitative relationship linking the bed expansion with these parameters is necessary 

for a fundamental understanding of fluidization behavior and subsequent applications 

(Richardson and Jeronimo, 1979).      The first important study of the forces acting on an 

immersed body moving relative to a viscous fluid was made in 1851 by Stokes who 

derived an equation for the viscous resistance to the motion of a single spherical particle 

in an infinite fluid.   

 

pl VdF 3                                    (1) 

       

      The terminal falling velocity tV  of the particle is obtained by equating the viscous 

drag as given by eq. (1), to the effective gravitational force. 

 

 g
d

dV lp

p

ptl 


 
6

3

3

                

Hence 

 

 
l

lpp

t

dg
V





18

2 
                               (2)              for Rep<0.4 

 

    In the flow region where Rep varies between 2 and 500, which has been called the 

intermediate law, Lewis et al., 1952 defined the terminal velocity by the equation: 
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 
43.029.0

71.014.107153.0

l

lpp

t

dg
V



 
  

  

    Wen and Yu, 1966 estimated the terminal velocity at moderate Reynolds number using 

the following equation: 

 

 
p

ll

lp

t d
g

V

31
22

225

4











 





                 (3)             for 0.4< Rep <500 

 

      Expanded bed technology lacks understanding about its hydrodynamic behavior as 

has been available for the conventional packed column technology. Therefore a method 

to describe the behavior of the expanded bed incorporating the properties of particles and 

feed stream should be provided. 

 

MATHMATICAL APPROACH 

      There are two methods to describe the expanded bed behavior. One is the dimensional 

analysis method, which has been successfully applied for the design of various fluid 

processing equipments. The other is the Richardson-Zaki equation, which predicts a 

linear correlation between logarithms of the superficial fluid velocity ( 0V ) and the void 

fraction of the bed ( )1( s for fluidized bed by 

 

  ts VnV log1loglog 0                  (4) 

 

where s and tV are the solid fraction of the expanded bed and the terminal settling 

velocity of the particle at infinite dilution  0s , respectively (Richardson and Zaki, 

1954, Davidson and Keaims, 1978). 

      The superficial velocity 0V  is determined by dividing the volumetric flow rate of the 

feed stream by the cross sectional area of the column.  

      The solid fraction s  of the expanded bed at height H can be obtained by 

 

H

H
s

0

0                                         (5) 

 

where 0 , and 0H , are the solid fraction and height of the bed at zero flow stream, 

respectively. Combining eqs. (5) and (4) results 

 

  n

tVVHH
1

000 1                  (6) 

 

      An attempt was made to correlate values of n and tV with the properties of particles 

and feed streams. 
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EXPERIMENTAL WORK  

    The schematic representation of experimental set-up is shown in Fig.1; it consists of a 

glass column of 2.45 cm internal diameter and a height of 75 cm. The column was packed 

with glass beads (0.4 – 0.6) mm in diameter, to a height of 8 cm. The fluidizing particles 

are supported by a wire mesh fitted at the column bottom. The liquid from the storage 

tank was pumped through a rotameter connected on the line.  In order to change the 

solution properties, tap water and glycerol solutions (10, 20 and 30 wt percent) were used 

as feed streams. The viscosity of each glycerol solution was obtained by using a Fann V-

G meter and density was measured by a standard hydrometer. The height of the bed was 

measured over a certain range of feed velocities. 

 
Fig.1: Schematic diagram of the experimental set up (1.liquid reservoir, 2.pump, 

3.flow meter, 4.test section) 

 

    Another set of experiments were made using a variety of solid particles with tap water 

to estimate the effect of density ratio (  
llp    and diameter ratio ( Dd p ) on the 

Richadson-Zaki exponent constant (n). The solids used and therein characteristics are 

given in Table 1. 

 

Table 1: Solid particles used and their characteristics 

Particles used 
pd , mm p , kg/m

3
 Vmf, m/s 

Glass beads 0.4 -0.6 2250 0.0018 

Perspex beads 0.5-2 1600 0.0051 

    Porcelain  1.3 2100 0.0094 
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PVC beads 2.1 1750 0.0137 

  Activated carbon 1.8 1350 0.0058 

Silica gel 1.5-2 1900 0.0124 

Sand  0.66 2600 0.0039 

 

    The minimum fluidized velocity for the solid materials (Vmf) had been estimated using 

the following equation (Ramaswamy, 2008): 

  
 

















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2

3

2

l
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l

mf

gd

d
V








                    (7) 

 

RESULTS AND DISCUSSION 

 Modification of the terminal velocity expression using the Richardson-Zaki 

correlation:  

      The effects of superficial velocity ( 0V ) of the feed stream on the bed expansion 

( 0HH ) were measured. The bed expansion factor was limited below 3 as recommended 

by Reichent et al., 2001, for proper performance of expanded beds. 

      A dimensional analysis can be performed for the expansion of the bed. The bed 

expansion ( 0HH ) can be expressed as a function of various operating conditions, such 

as the fluid velocity V, particle diameter pd , solution viscosity l , and fluid density l , 

by the following equation 

 
llpdVfHH  ,,,0                   (8) 

      Dimensional analysis of eq. (8) propose that the bed expansion may be represented by 

eq. (9) using the particle Reynolds number ( llpp Vd Re ) as a single combined 

parameter incorporating various operating conditions. 

)(Re0 pgHH                              (9) 

      Fig.2 shows the bed expansion as a function of particle Reynolds number, the 

expansion of the bed becomes greater as the solution viscosity increases at a fixed flow 

rate of the feed stream. The average diameter of the particles was used to calculate 

pRe values. 
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Fig.2 Bed expansion of the bed as a function of Reynolds number. 

 

      Although Coulson et al., 1991, provided  
0s , values for spherical particles of various 

sizes,  
0s value for the bed was measured as follows. In the column the particles were 

settled in distilled water. The water contained inside the void fraction of the sedimented 

bed was drained off. The volume of the drained water was measured and divided by that 

of the total sedimented bed to determine the void fraction,  of the bed. Finally, 

 
0s value determined by 1-  was 0.85. 

      Fig. 3 shows the Richardson – Zaki plots for the experimental data in Fig.2. All the 

lines in Fig.3 have approximately the same slope (n) values with different intercepts. The 

average value of the slopes, nav, was 1.66. 
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Fig.3 Richardson-Zaki plots for the bed expansion 

0logV  

 s1log  
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The terminal velocity may be evaluated from bed expansion data by extrapolation at 

s equals zero. Table 2 lists values of n and tV in glycerol solutions along with their 

density and viscosity values. 

 

Table 2. Physical properties of glycerol solutions at 20
º
C and the parameter values 

of Richardson-Zaki correlation. 

 
Glycerol (wt %) Density, kg/m

3
 Viscosity, mPa.s n 

tV , m/s 

0 1000.0 1.005 1.513 0.1675 

10 1022.1 1.310 1.56 0.1265 

20 1046.9 1.760 1.60 0.0925 

30 1072.7 2.500 1.97 0.0721 

 

      Eq. (3) implies that tVlog values can be linearly correlated with   lllp  2log   

values. Fig. 4 shows that this is true. A modified expression for the terminal velocity is 

developed from the linear correlation in Fig.4 as follows 

 
261.3log386.0log

2












 


ll

lp

tV



               (10) 

 

      Comparing eqs. (10) and (3) enables the introduction of two empirical parameters, the 

effective particle diameter, ped  and an exponent, a, to modify the terminal velocity 

expression as in the following general equation 
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or  
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Fig.4 Linear correlation between 
tVlog  values determined from Richardson-Zaki 

plots with   lllp  2log   values. 

 

      By comparing eqs. (10) and (12), values of ped and a are calculated to be 0.458 mm 

and 1.158, respectively. It is very reasonable that the effective diameter is close to the 

diameter of the smallest particles used, since the smallest particles would be at the top of 

the expanded bed, and therefore should be used as a basis in modeling the behavior of the 

expanded bed. 

      Fig. 5 demonstrates that the calculated bed expansion, ( 0HH ) cal using   the 

modified expression eq. (10) and eq. (6) are in good agreement with experimentally 

measured values of the bed expansion ( 0HH ) exp. In this case the n values of eq. (6) are 

replaced by the average, nav of n values, the slopes of the linear plots in Fig. 3 for all 

glycerol solutions. 

tVlog  

  lllp  2log   
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Fig.5 Comparison of the bed expansion calculated using the modified terminal 

velocity expression, (H/H0) cal, with those of experimentally determined values, 

(H/H0) exp. 

                                                                                                                    

 

EFFECT OF DENSITY RATIO AND DIAMETER RATIO ON THE 

RICHARDSON- ZAKI EXPONENT CONSTANT (N): 

    The effect of density ratio on the values of n is shown in Fig. 6. The exponent n 

decreases with an increasing density ratio as long as the value of  
llp   is less than 

unity. In the case the ratio is unity, the exponent value is also unity. For the case where 

 
llp    is greater than unity, the decreasing trend in exponent value reverses i.e. 

increasing. In a similar manner, the variation of exponent n has been plotted against 

particle to column diameter ratio  Dd p  in Fig. 7. The exponent was found to decrease 

with increasing particle to column diameter ratio for both the cases when  
llp   <1 

and  
llp   >1. 
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Fig. 6 Exponent variation with relative density to fluid density ratio 
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Fig. 7 Exponent variation with particle to bed diameter ratio. 

 

    It was noted that when the density ratio  
llp   is less than one, there is no dense 

phase at the bottom of the test section. However, for density ratio  
llp   greater 

than unity, there exists accelerating or dense regime at the bottom of the test section. 

 

 

llp    

 
■      

llp   >1 

○  
llp   <1 

 
 

■      
llp   >1 

○  
llp   <1 
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CONCLUSION 

 The expression of the Richardson- Zaki correlation in combination with the 

modified Wen and Yu expression for terminal velocity, developed in this 

study, can be successfully used to model the behavior of expanded beds at 

moderate Reynolds number. 

  For beds composed of particles of mixed sizes it is observed that the smallest 

particles collect near the top. The same result was obtained by McCune and 

Wilhelm, 1949 and Lewis and Bowerman, 1952.  

 The Richardson-Zaki exponent constant n varies with  
llp    

and Dd p . These variations have been found to be of two types, namely, 

 
llp   <1 and  

llp   >1. 

 It was observed that for the case of high density particles, there was a 

considerable height of dense phase at the bottom of the test section. In the 

case of lower density particles, no dense phase was noted at the bottom of the 

test section. The reason of this type of behavior can be explained as follows: 

for heavy solid particles, the gravitational force is more predominant and 

particles have to accelerate so as to reach the fully developed regime since the 

contribution of drag is obtained by the gravitational component on particles. 

For lesser density particles, the buoyancy force is more predominant as 

compared to the gravitational force, so, the particles soon reach the fully 

developed regime with smooth and homogeneous type of fluidization. The 

same behavior was observed by Rao, 2005. 

  

NOMENCLATURE 

 pd       Particle diameter (m) 

 ped      Effective particle diameter (m) 

 D        Column diameter (m) 

 F         Drag force (N) 

 g         Acceleration due to gravity (m/s
2
) 

H        Height of the expanded bed (m) 

0H       Height of bed at zero flow stream (m) 

 n         Richardson- Zaki exponent constant (─) 

pRe     Particle Reynolds number (─) 

V         Particle velocity (m/s) 

mfV      Particle minimum fluidization velocity (m/s)  

0V        Superficial velocity (m/s) 

tV        Particle terminal velocity (m/s) 
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Greek letters 

l        Density of fluid (kg/m
3
) 

p       Density of particle (kg/m
3
) 

l        Dynamic viscosity of fluid (kg/m.s) 

s        Solid fraction of the expanded bed (─)    

0        Solid fraction of the bed at zero flow stream (─) 

          Void fraction of the bed (─)  
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REMOVAL OF COPPER IONS FROM WASTE WATER BY 

ADSORPTION WITH MODIFIED AND UNMODIFIED 

SUNFLOWER STALKS 
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ABSTRACT 

           Unmodified and modified sunflower stalks were examined for adsorption as a replacement of 

expensive activated carbon which has been recognized as a highly effective adsorbent for the 

removal of heavy metal-ion.  

           Two modes of operation were used, batch mode and fixed bed mode. In batch experiment the 

effect of sunflower stalk doses (2,3,4,5 and 6g/L) with constant initial copper concentration of 100 

mg/L and constant particle size less than1.18 mm was studied.  

         Batch kinetics experiments showed that the adsorption rate of copper ion by sunflower stalks 

was rapid and reached equilibrium within 60 min. Adsorption models Freundlich, Langmuir and 

Freundlich-Langmuir were fitted to experimental data and the goodness of their fit for adsorption 

was compared. In the fixed bed isothermal adsorption column, the effect of particle size (1.18-2.36, 

2.36-4.75 and 4.75-9.00) mm, influent flow rate (2,4and 6) L/hr, bed depth (25, 30 and 35) cm and 

initial metal concentration (100 and 150) mg/L was studied. In addition, the modification of 

sunflower stalks could enhance their natural capacity. Sunflower stalks were modified by activation 

with nitric acid. The results of this study show that sunflower stalk, both modified and unmodified, 

is an efficient adsorbent for the removal of copper from waste water. Percent removal of copper 

reaches 100%  when particle size (2.36-4.75)mm ,bed depth 35 cm and influent flow rate 4 L/hr.  

 

 :الخلاصة

بىٌ انًُشط قذ حى فً هزا انبحث دساعت ايكاٍَت جعم عٍقاٌ َباث عباد  انشًظ انًعايم  وغٍش انًعايم  كبذٌم نًادة انكاس

 .عذ يادة فعانت جذا فً ايخضاص انًعادٌ انثقٍهتح خًوان

حى اجشاء حجاسب . وحجاسب انًُط انًغخًش زا انبحث وهً حجاسب انًُط انذفعًحى اعخخذاو ًَطٍٍ يٍ انخشغٍم فً ه 

وحجى ( نخش/ يهغى 100) ُحاطلاٌىٌ ان الابخذائً انخشكٍضبثبىث  نخش/ غى(6و  5، 4، 3، 2) عباد انشًظنذساعت حأثٍش كًٍت  دفعٍت

عٍقاٌ عباد حضداد بضٌادة كًٍت  انًعذٌيهى، أظهشث انُخائج اٌ َغبت اصانت  1.18انزي هى اقم يٍانًادة انًًخضة  جغًٍاثثابج ن

 عًال، حى ححهٍم انُخائج باعخٍقتدق( 60)كزنك أظهشث انُخائج اٌ انىصىل انى حانت انخعادل حغخخغشق حقشٌباً . و انضيٍ انشًظ

 .وأظهشث انُخائج اٌ جًٍع انًىدٌلاث راث حقاسب جٍذ( Langmuir, Freundlich and Langmuir-Freundlich)يىدٌلاث 

انًادة  جغًٍاثوحجى ( نخش/ يهغى 150و 100)ً ذٌ الابخذائعانًكزنك اجشٌج حجاسب انًُط انًغخًش وحى دساعت حأثٍش حشكٍض 

واسحفاع عًىد الايخضاص ( عاعت/ نخش 6و 4و 2)ذاخم انبًعذل جشٌاٌ ( هىي9.00-4.75و 4.75-2.36و  2.36-1.18)انًًخضة 

نقذ أظهشث انُخائج اٌ  .وبالاضافت انى رنك حى دساعت حاثٍش يعايهت عٍقاٌ عباد انشًظ بحايض انُخشٌك (عُخًخش 30،35، 25)

 حصم انى انُحاطف وكاَج َغبت اصانت يٍ يٍاِ انصش انًعادٌفً ايخضاص  تفعان انًعايهت وغٍش انًعايهت هً عٍقاٌ عباد انشًظ

 عاعت واسحفاع عًىد الايخضاص/نخش 4يهى ويعذل جشٌاٌ انذاخم ( 4.75-2.36)عُذيا ٌكىٌ حجى جغًٍاث انًادة انًًخضة  %100

 .عُخًخش 35
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INTRODUCTION 

          The idea of using various agricultural products and byproducts for the removal of heavy 

metals from solution has been investigated by number of authors. Friedman and Waiss, (1972), 

Radalletal et al. (1974) and Henderson et al.(1977) have investigated the efficiency of number of 

different organic waste materials as sorbents for heavy metals. The obvious advantages of this 

method compared to other are lower cost involved when organic waste materials are used. 

Activated carbon adsorption appears to be a particularly competitive and effective process for the 

removal of heavy metals at trace quantities (Huang and Blankenship, 1984). However, the use of 

activated carbon is not suitable for developing countries because of its high cost (Panday et al., 

1985).For that reason, the uses of low cost materials as possible media for metal removal from 

wastewater have been highlighted. These materials range from industrial products such rubber tyres 

(Knocke and Hempill (1981))., industrial wastes and some natural material including agricultural 

product and by-product as mentioned earlier. 

            Sunflower stalks have reasonable maximum adsorption capacities (Sun and Shi, 1998).  

Residues, which are mainly ligno-cellulosic materials, can inherently adsorb waste chemicals such 

as dyes and cations in water due to the Coulombic interaction between the two substrates and 

physical absorption. They are renewable agricultural wastes available abundantly at no or low cost. 

Disposal of the agricultural biomasses in California and many states is the major obstacle to the 

sustainable agriculture and environment utilization of the biomasses has been studied extensively 

and some alternatives have been developed. Among many new technologies, utilizing plant residues 

as adsorbents for the removal of toxic chemicals in waste water is a prominent technology (McKay 

et al.,1987; El-Geundi, 1991).which have proven relatively strong Coulombic  adsorption to cations 

such as organic bases as well as intrinsic adsorption to other materials such as acidic and anionic 

compounds (Sun and Xu, 1997). Sunflower stalks have relatively large surface areas that can 

provide intrinsic adsorptive sites to many substrates. On the basis of the structural analysis of the 

sunflower stalks, it was expected that the adsorbents should be able to remove cationic metal ions as 

well 

The adsorbents are usually used in the fixed bed process because of the ease of operation. 

To design and operate a fixed bed adsorption process successfully, the column dynamics must be 

understood, that is the breakthrough curves under specific operating conditions must be predictable 

(Markovska and Meshkoco, 2001). The location of the breakpoint and the shape of the 

breakthrough curve (degree of concavity) are influenced by many parameters pertaining to the 

nature of the adsorption equilibrium isotherm and the mass transfer rate (Basheer and Najjar, 1996). 

          This paper presents a study on adsorption of copper ions on sunflower stalks as adsorbent. 

Contact time and adsorbent surface area were identified preliminarily as the most important 

variables that affect the adsorption of copper ions. 

 

EXPERIMENTAL WORK 

 

Materials: 
 

Adsorbent 
       All of the used sun flower stalks were analytical grade, purchased and applied without further 

purification. The fibrous part was removed, crushed in a mill, washed with de-ionized water and air-

dried. Then it was sieved to different sizes and activated with 2% (v/v) nitric acid for 24 hr and 
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washed with deionized water. The air dried adsorbent was divided into two parts, one part was 

modified and the other left unmodified. 

              The Sunflower stalks were sieved to produce a particle size of 1.18-2.36, 2.36-4.75and 

4.75-9.00 mm.  

 

Adsorbate  
      Copper sulfate (CuSO4.5H2O) solution was used as adsorbate.  

 

EXPERIMENTAL  

 

Batch Experiments 

Batch experiments were used to obtain the equilibrium isotherm curves and then the 

equilibrium data. In batch mode the effect of sunflower stalks weight on adsorption process and 

equilibrium isotherm experiments were studied. 

          All experiments were carried out at 25C
o 

±1 ,rpm 120 and PH 4.2 because It was found that 

the adsorption of copper remains almost unchanged regardless of any change in the temperature and 

the maximum adsorption start at pH 4.2 (Sun and Shi, 1998) . Five 1 L flasks were used for 

experiments conducted with an initial copper concentration of 100 mg/L, sun flower stalks dosage 

was used for 2, 3, 4, 5 and 6 g/L. Samples were collected and tested. A metal ion that was lost from 

the solution was assumed to be adsorbed onto the adsorbents. Data obtained from batch tests fitted 

to Freundlich, Langmuir and Freundlich-Langmuir adsorption isotherm equations as shown in 

figures. 

 

Fixed Bed Column Experiments 

Column experiments were carried out for various particle sizes (dp), flow rates (Q), bed 

depths (H), initial metal concentrations (Co) and the nature of the adsorbate to measure the 

breakthrough curves for the systems. 

The fixed bed adsorber studies were carried out in Q.V.F. glass column of  8.75cm  I.D. and 

50 cm in height. The sun flower stalks was confined in the column by fine mesh at the bottom to 

avoid loss the adsorbent. The influent solution was introduced to the column through a small water 

distributor to ensure a uniform distribution of influent through the adsorbent, fixed at the top of the 

column. 

 

The schematic representation of experimental equipment is shown in Fig 1. 
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Fig. 1, Schematic representation of experimental equipment 

       

RESULTS AND DISCUTION: 

 

Batch Experiments: 

 

Adsorption Isotherms: 

Adsorption isotherm studies were performed to obtain equilibrium isotherm curves and data 

required for the design and operation of fixed bed adsorber. The adsorption isotherm curves were 

obtained by plotting the weight of the solute adsorbed per unit weight of the adsorbent (qe) against 

the equilibrium concentration of the solute (ce). Fig. 2 shows the adsorption isotherm curve for 

adsorption of copper on unmodified sun flower stalks at 25 C
o
  

The obtained data was correlated with Langmuir, Freundlich and Langmuir-Freundlich 

models. The Langmuir model describing adsorption showed in eq. (1)         

 

                                                                                                   (1)  

 

Eq. (2) described the Freundlich adsorption model): 

 

                                                                                                           (2) 

 

Combination of Langmuir-Freundlich Isotherm Model, i.e. the Sips model for single 

component adsorption presented by eq.(3)  (Sips, 1984) . 

 

                                                                                                           (3)  

 

 The parameters for each model obtained from non-linear statistical fit of the equation to the 

experimental data. All parameters with their correlation coefficients are summarized in Table 1.  
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From the statistical analysis “Excel program” it was found that adsorption of metal by sun 

flower stalks could be well described by the three isotherm models. The correlation coefficients 

were in the range of (0.983 -0.999 %) for initial copper concentration 100 mg/l. The correlation 

coefficient value was higher for Langmuir-Freundlich than other correlations. This indicates that the 

Langmuir-Freundlich isotherm is clearly the better fitting isotherm to the experimental data. 

 

Effect of Mass of Unmodified Sunflower Stalks on the Adsorption Process:  
        The effect of mass of unmodified sun flower stalks on adsorption of copper at constant 

adsorbate concentration was studied for the purpose of determining the best adsorbent mass that 

will bring a best removal. The results of the dependence of copper on the mass of unmodified sun 

flower stalks of size 1.18-2.35 mm at 25 C
o
 is shown in Figs. 3and4. These figures represent the 

plotting concentration of copper with time and the percentage removal of copper against the mass of 

unmodified sunflower stalks.  

            The percent removal of copper increases with increasing weight of sunflower stalks up to a 

certain value,  depending on adsorption sites. These figures can clearly show that the increase in the 

percent removal of copper is due to the greater availability of adsorption sites or surface area of 

adsorbent. An identical trend was observed by other investigations ((Sun and Xu, 1997; Maruf et 

al., 2006) 

 

 

 

Table 1, Isotherm Parameters for Copper Adsorption onto Unmodified Sun Flower Stalks 

with the Correlation Coefficient. 

 

 Model Parameters Values 

Langmuir 

(1) 

a, L/mg 0.0077  

b, mg/g 142.8  

Correlation coefficient (R
2
) 0.983 

Freundlich 

(2) 

K, L/g 1.6 

n,  1.2136 

Correlation coefficient (R
2
) 0.99 

Combination of Langmuir-Freundlich  

(3) 

qm, mg/g 196.79  

b, mg/g 0,0057  

n,  1.03 

Correlation coefficient (R
2
) 0.999 

 

 

FIXED BED EXPERIMENTS: 

 

Effect of Volumetric Flow Rate  
         In a design of fixed bed adsorption column, the contact time is the most significant variable 

and therefore the bed depth and the metal solution flow rate are the major design parameters 

(Markovska, 2001). The effect of varying volumetric flow rate was investigated at constant 

concentration 100 ppm and particle size 2.35-4.75 mm and bed depth 30 cm and the breakthrough 

curves are presented in Fig.5. It is obvious that increasing the flow rate decreases the volume 

treated. This is due to decreasing contact time between the metal and the adsorbent at higher flow 
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rate. Increasing the flow rate may be expected to make reduction of the surface film. Therefore, this 

will decrease the resistance to mass transfer and increase the mass transfer rate. But, according to 

Fig.5, the mass transfer rate decreases with increasing the flow rate .This is because the reduction 

in the surface film is due to the disturbance created when the film of the bed increased resulting of 

easy passage of the adsorbate molecules through the particles and entering easily to the voids. The 

easy entering of molecules decreased contact time between metal and sunflower stalks at high flow 

rate. These results agree with those obtained by Kim et al.(2003a)and Maruf et al.(2006). 

 

Effect of Bed Depth: 
       The effect of bed depth was investigated for copper adsorption on sun flower stalks. The 

experimental breakthrough curves are presented in Fig. 6. The breakthrough curve was obtained for 

different bed depth of sun flower stalks at constant flow rate (4 l/h), constant particle size (2.35-

4.75) mm and constant copper concentration (100 ppm). It is clear that the increase in bed depth 

increases the breakthrough time and the residence time of the solute in the column, due to the 

availability greater surface area (Malkoc and Nugoglu, 2006).  

Thus, the residence time in the column is more important than fluid velocity in improving 

removal efficiency. 

 

 Effect of Particle Size:  
In case of using an adsorbent particles of much smaller size, that will eliminate inter particle 

mass transfer resistance. This means that the rate determining step is diffusion through film around 

each particle. The experimental breakthrough curves are presented in Fig. 7 were obtained for 

different particle size (1.18-2.36, 2.36-4.75 and 4.75-9.00 mm) at constant initial concentration of 

copper (100 ppm), bed depth of sun flower stalks (30 cm) and constant flow rate (4 l/h). The 

experimental results showed that fine particle sizes (1.18-2.36 mm) gave a higher metal removal 

than others particle sizes. This was due to large surface area of fine particles. 

 

Effect of initial copper concentration:  
            The initial copper concentration of the influent is important since a given mass of adsorbent 

can only adsorb a fixed amount of metal. Therefore, the more concentrated an influent, the smaller 

is the volume of effluent that a fixed mass of adsorbent can purify. So, experiments were under 

taken to study the effect of varying the initial metal concentration on the rate of metal adsorption 

and they are presented in Fig. 8. The effect of the initial concentration in the inlet flow is one of the 

limitation factors and a main process parameter. Increasing the inlet concentration increases the 

slope of the breakthrough curve and makes it much steeper, reducing the volume of the effluent 

treated and reducing the throughput until breakthrough. This may be caused by saturation of 

adsorbent more quickly with high concentration, thereby decreasing the breakthrough time .Since 

the rate of diffusion is controlled by the concentration gradient, it takes a longer contact time to 

reach saturation for the case of low value of initial solute concentration. Wastewater treatment is 

limited by the breakthrough point or the dynamics of reaching that point. These systems have a 

small time delay with higher concentrations in the inlet, so the metal solutions have to be diluted 

before separation for better removal. The same conclusion was obtained by Markovska, 2001 and 

Maruf et.al, 2006. 

 

Effect of Modification of Adsorbate:  
          Sunflower stalk is an environmental pollutant has been found to be a good adsorbent for the 

removal of Cu (II) ions from aqueous solutions. The modification of the adsorbent by nitric acid has 

been shown to enhance the adsorption capacity as illustrated in Fig.9. 

           The high binding capacities of cationic species on the adsorbents are mainly the results of 

columbic interactions (Weixing et al., 1998). Although sunflower stalks showed to be effective 
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adsorbent for a wide range of solutes, particularly divalent metals cations, crop residues suffer from 

at least two major drawback: low exchange or sorption capacity, and poor physical stability (i.e. 

partial solubility) (Laszlo and Dintzis, 1994). In order to overcome these problems, chemical 

modification and/or activation of the raw adsorbents are required.  

 

CONCLUSIONS: 

 Unmodified and modified Sun flower stalks were effective in adsorbing copper from 

wastewater. 

 In batch experiment the percent removal of copper increases (70 -80 %) with increasing in 

sunflower stalks dose (2 - 6 g/l). 

 Batch kinetics experiments showed that equilibrium time was about 60 min with mechanical 

mixing 120 rpm, initial concentration 100 ppm and adsorbent weight   4 gm/l. 

 The isotherm models (Langmiur, Freundlich and Langmiur- Freundlich) gave good fitting 

for the adsorption capacity of sunflower stalks versus equilibrium concentration of copper 

ions. The correlation coefficients (R
2
) obtained from Excel program for these models were 

in the range of 98.3- 99.9%  but the Langmiur- Freundlich model gave the best fitting for 

adsorption capacity. 

 In fixed bed experiment, the percent removal of copper increases with increasing contact 

time (reducing the flow rate), adsorbent surface area, and bed height. 

 Modification of the sun flower stalks by nitric acid enhances the adsorption capacity to some 

extent. 

 

NOMENCLATURE: 

a          Langmiur constant (L/mg) 

b          Langmiur constant (mg/g) 

C          concentration of solute in solution at any time (mg/l) 

Ce          concentration of solute in solution at equilibrium (mg/l) 

C0          initial concentration of adsorbate (mg/l) 

          Freundlich equilibrium constant indicative of adsorption capacity 

m           mass of solute adsorbent (g) 

   Freundlich constant indicative of adsorption intensity 

H            bed depth (m) 

Q            flow rate (l/h) 

qe           amount of metal ion adsorbed at equilibrium (mg/g) 

R
2
           correlation coefficient 

t              time (min) 

x             mass of solute adsorbed (mg) 

dp           particle size (mm) 

qm          maximum amount of metal ion adsorbed at equilibrium (mg/g) 
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Fig. 2, Adsorption isotherm for Copper onto Sunflower Stalks (Co=100mg/L,Temp.=25C
o
,  

 particle size =1.18 mm) 

 

 

 

Fig.3, Change in Copper Concentration with Time of Batch Tests (Co=100mg/L, Temp. 

=25C
o
,  

particle size=1.18 mm) 

 

 
 

Fig. 4, The Effect of Sunflower Stalks on Copper Removal of Batch Tests (Co=100mg/L, 

 Temp. =25Co, particle size=1.18mm) 
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Fig.5, Experimental Breakthrough Curves for Adsorption Copper on Unmodified Sunflower 

Stalks for Different Flow Rates (H=0.30 cm, dp=0.35 cm,C0=100 ppm) 

 

 
 

Fig.6, Experimental Breakthrough Curves for Adsorption Copper on Unmodified Sunflower 

Stalks for Different Bed Depths (Q=4 l/hr, dp=0.35 cm,C0=100 ppm) 

 

 
 

Fig.7, Experimental Breakthrough Curves for Adsorption Copper on Unmodified Sunflower 

Stalks for Different Particle Sizes(Q=4 l/hr, H=30 cm,C0=100 ppm) 
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Fig.8, Experimental Breakthrough Curves for Adsorption Copper on Unmodified Sun Flower 

Stalks for Different Initial Concentrations (Q=4 l/hr, H=30 cm ,dp=0.35 cm) 

 

 

 
 

Fig.9, Experimental Breakthrough Curves for Adsorption Copper on Modified and 

Unmodified Sun Flower Stalks (Q=4 l/hr, H=30 cm,dp=0.35 cm ,C0=150 ppm) 
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ABSTRACT 

The   aim  of  the  present  research is  to  study  the  potentiality  of   Iraqi  bentonite  as adsorbent    

for removing   of   kerosene  from  wastewater. Also the capacity of bentonite for kerosene removal 

was compared to the activated carbon capacity. The sorption of kerosene onto bentonite and AC. 

were described by two well – known adsorption isotherm models namely Langmuir and Freundlich 

models.   It  was  found  that  the  Freundlich  model   can   fit  very  well  the  equilibrium  isotherm 

adsorption of kerosene onto bentonite and AC. Batch experiments were carried  out  to  study  the  

effect  of  adsorption of kerosene onto bentonite using various conditions such  as  initial   

concentrations   of    kerosene  ( 100-500 ) mg/L,   agitation  speeds (125, 250, 500, 800) RPM,  and  

weights  of  bentonite  ( 0.05, 0.5,1.1 ) gm, particle sizes (0.5- 0.6) mm,  and temperature  303 k .   

It was found that the best results for removing kerosene onto bentonite were obtained at Co=500 

mg/L, RPM =800. Activated carbon was used as powder and granular of particle sizes ranged (1-

1.18) mm and (0.5-0.6) mm. The results indicated that the activated carbon was more active than 

bentonite for removing of kerosene from wastewater 

  

 KEYWORDS: 

Bentonite; activated carbon; kerosene; adsorption                         

 

 

 

 الخلاصة

. عهى اسانت انكيزوسيٍ يٍ انًاء( adsorbent)انهذف يٍ هذا انبحث هى دراست قذرة انبُخىَايج انعزاقي كًادة يًخشة         

   .كفاءة اسانت انكيزوسيٍ بىاسطت انكاربىٌ انًُشط يعوكذنك يقارَت كفاءة اسانت انكيزوسيٍ بىاسطت انبُخىَايج 

وانخي ( لا َكًيز وفزَذنش)هى انبُخىَايج و انكاربىٌ انًُشط  حى وصفها بًىدنيٍ يعزوفيٍاٌ  عًهيت  ايخشاس انكيزوسيٍ ع 

( لاَكًيز)هي اكثز حطابقا يٍ يعادنت ( فزَذنش)وقذ وخذ بأٌ يعادنت ,حعخبز يٍ انًىديلاث انشائعت في يدال يعاندت انًياِ انًهىثت

حى اخزاء حدارب  .(Equilibrium Isotherm)ُشط عُذ حانت انخىاسٌفي عًهيت ايخشاس انكيزوسيٍ عهى انبُخىَايج وانكاربىٌ انً

حغيز انخزكيش الابخذائي نهكيزوسيٍ ، سزعت انزج، حغيز وسٌ انبُخىَايج يع : نذراست حأثيز  (Batch Process)انًُط انذفعي 

= انبُخىَايج هي بخزكيش ابخذائي وخذ باٌ افضم انُخائح لاسانت انكيزوسيٍ عهى . وقذ حًج كم انخدارب ححج َفس انظزوف. انشيٍ

 -1.10)وحى اسخخذاو انكاربىٌ انًُشط باحداو يخخهفت . يهًخز( 0.5 -0.6= )، حدى حبيبي 000= نخز ، سزعت انزج / يهغزاو 500

نت نقذ اشارث انُخائح بأٌ انكاربىٌ انًُشط هى اكثز فعانيت يٍ انبُخىَايج في اسا( . بىدر)يهًخز ،( 0.5 -0.6)يهًخز ، ( 1

 .انكيزوسيٍ يٍ انًاء 
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INTRODUCTION: 

         Numerous standards and regulations were adopted for discharge of oily waste water into 

surface water or sewage systems. These regulations may vary from country to another, and even 

within a country itself. Environment Canada (1976b) established a discharge limit for oil and grease 

of 15 mg/L at federal establishment. In Iraq (Iraqi Specification 1967) the allowable oil and grease 

concentration for discharge into water is 10 mg/L        

        Oils that are found in contaminated water can be grouped into four categories (Patterson,1975): 

(1)light hydrocarbons including light fuels such as gasoline, kerosene and jet fuel; (2)heavy 

hydrocarbons; (3)lubricants and cutting fluid; and (4)fats that are found in both plants and animals. 

The aqueous effluents from industrial, municipal and petroleum refineries contain different 

pollutants including oil, furfural, phenolic compounds, sulfides, suspended solids, toxic metals, 

ammonia and biochemical oxygen demand. Methods of removal of those pollutants generally 

involve biological degradation, chemical oxidation, physical stripping and adsorption process
 

(Prather, 1970).
 
Adsorption techniques are widely used in the field of removing small quantities of 

pollutant present in the large volume of fluid, which can be carried out in batch wise or continuous 

manner of operation
 
(Rao, 1994)

. 
Many factors may affect the decision of choosing an adsorbent for 

removal of oil from water, these are: (1) economical factor (cost of the adsorbent); (2) abundance 

and availability of the adsorbent, and (3) effectiveness of the adsorbent in removing a particular 

pollutant. The removal of organic material by adsorption using activated carbon or polymers is an 

effective treatment technique. Although, activated carbon is a preferred adsorbent, its wide spread 

uses are restricted due to its high cost and expends much of its capacity in removal of incidental 

constituents (Dentel et al.,1995). Therefore many studies are directed in finding an efficient and 

economical sorbent. Clay (bentonite) can be considered as an alternative adsorbent due to its 

effectiveness in removing certain organic compounds from water and its abundance, availability, 

and low cost
 
(Baker & Luh, 1971).  

        Numerous quantitative empirical mathematical expressions, called isotherms, have been 

developed to describe sorption. The two most common sorption models are the Langmuir and 

Freundlich isotherms (Sulaymon, A. H. and Ahmed K. W., 2008). 

       The   Langmuir   model   is based on the assumption that a single monolayer of   sorbate 

accumulate  at   the   solid   surface.   As   the   concentration   of   the  sorbate  is   increased  in  the 

liquid   phase, proportionately more of the sorbent surface is covered with the sorbate. The equation 

that describes Langmuir system is the  

 

        
bCe 1

Ce   




ab

m

x
eq                                 (1) 

  

        The Langmuir equation may be transformed to a linear expression by inverting Equation (1) 

and separating variables:  

 

aabeq

Ce1Ce
                                               (2) 

      

       The empirical coefficients (a) and (b) may be obtained by plotting Ce/qe as a function of Ce. 

Using linear regression, the slope = 1/a and the y- intercept = 1/ (ab) can be obtained. (Richard, 

1997). 

      

      The Freundlich  model  is  characterized  by  sorption  that  continues  as  the  concentration of 

sorbate increases  in  the  aqueous  phase.    The  mass  of  material  sorbate  is  proportional  to the 

aqueous  phase  concentration  at  low  sorbed   concentrations  and  decreases  as  the  sorbate 
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 accumulates on the sorbent surface. Sorption then continues with increasing aqueous phase sorbate 

concentrations,  but to a diminishing degree.  The Freundlich isotherm is quantified by: 

 

(3) n
eC

F
K

m

x
eq /1                                           

The coefficients "KF" and "n" may be determined by plotting experimental data on log –log paper. 

Alternatively, Equation (3) can be transformed logarithmically:  

                           
eCIn    

n

1
F

KIn   eqIn                                (4) 

        Logarithmic  transformations  of  experimental  data may then be plotted on arithmetic paper 

as  In qe  as  a function  of   In Ce ;  through  linear  regression,  KF =10
y-intercept   

 and     1/n = slope 

can be found. ( Richard, 1997) 
 

EXPRIMENTAL PROCEDURES: 

 

Materials: 

 

 Adsorbate:                                                                                       

          Kerosene is obtained by atmospheric distillation of crude oil and consists mainly of 

normal and branched chain alkanes, cycloalkanes, alkyl benzenes and alkyl naphthalene's 

(Ellison et al., 1999). Aliphatic hydrocarbons are the primary components (80%) ranging 

from C9 to C16. Aromatic hydrocarbon makes up about 20% of the components and consists 

mainly of single- ring compounds such as alkyl benzene. The kerosene used in this study was 

supplied by "AL-Dora Refinery "; it was distilled at range (180-270) 
o
C. 

 

 Adsorbent: 

  Bentonite:  

         bentonite used in this study was an Iraqi bentonite (Calcium base). It was supplied by 

"State Company of Geological Survey and Mining" as pecieses of rocks. These rocks were 

destructed by a crusher (type: Jaw Crusher – BBI Restch) to granules different sizes, and then 

sieved using sieves (type: Restch, Germany) to produce granules of sizes (0.5-0.6) mm. The 

granules were grained to powder (0.074-0.088) mm by grainder (type: National MK – 51N). 

The granules of bentonite were dried at 100 
o
C for 30 min before used.  

        

        Activated carbon (AC.): 

                 Granulated activated carbon (GAC) was supplied by "Unicarbo, Italians". The 

physical properties were measured by Oil Research and Development Center-Ministry of Oil 

and were coincided with that supplied by the manufacture. The granulated activated carbon 

(GAC) was crushed, sieved into (0.5- 0.6) mm, (1-1.18) mm, and then grained to powder 

(0.074-0.088) mm by a grainder (type: National MK – 51N).  The require sieve fraction was 

removed and washed by distilled water to remove fines from the crushed GAC. The GAC was 

placed in a clean beaker filled with distilled water. Then it was stirred with a glass rod and 

allowed to settle. After allowing the GAC particles to settle for (5) minutes, the supernatant 

was poured off and new distilled water was added. This process was repeated until the 

supernatant was clear. The wet GAC was dried in an oven that was maintained at (100) 
o
C for 

(24) hours, after which the GAC was kept in a desiccators for experimental use.  
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 Solvent: 

                       Iso-propyl alcohol [CH3)2CHOH] was used as a solvent for kerosene in water. It's     

molecular weight is (60.1) g/g mol. 

 

 

Equilibrium isotherm experiment: 
    Batch studies were adopted to obtain the equilibrium data. Solutions were prepared 

containing the desired solute (kerosene) concentration of 100, 200, 300, 400, and 500 mg/L. 100 ml 

of each prepared solution were placed in nine bottles each of 250 ml volume. Adsorbent of 0.05, 

0.1, 0.2, 0.3, 0.5, 0.75, 0.9, 1, and 1.1 gm were placed in nine individual bottles, each sample of 

them should be gathered with another sample containing the same quantity of adsorbent solution 

(adsorbent and distilled water) as a blank. The bottles were then placed on a shaker (Type: 

B.BRAUN) and agitated continuously for 30 hours at 30 
o
C. Ten ml from each sample was taken 

and mixed with 10 ml of iso-propyl alcohol (extra pure) as co- solvent
 
(Bastow et al., 1997) and the 

mixture was shaked by shaker (type: Stuart scientific, Auto vortex SA6, UK) for (1.5) min,and then 

filtered by filter paper (type: Whatman 542, England). 

          The equilibrium concentrations were measured by means of UV- spectrophotometer (Type: 

GENESYS
TM

 10 series spectrophotometers, thermo). At that point the concentration was in 

equilibrium. The adsorbed amount is calculated using the following equation:  

                                          

  

                                               
m

CeCV
qe L )( 0                                                   (5) 

 

            

 The  adsorption  isotherms  curves  were  obtained  by  plotting  the weight  of  solute  adsorbed  

per  unit  weight  of  adsorbent (qe) against the equilibrium  concentration  of  kerosene in the 

solution (Ce) (Crittenden& Weber, 1978).  All batch experiments were   conducted   at   constant 

temperature 30 
o
C.    

 

 

Swelling test experiment:  

           The swelling of bentonite clay in water and kerosene was measured. One gm  of powderd 

bentonite was gradually added  in  small  portions  to  50  ml  of  water  and  the  same quantity of 

bentonite   was  added  to  50 ml  of  kerosene   contained   in  a 100 ml graduated     cylinder,    

without    stirring .    

        After  (24)   hours   at    room  temperature,  the volume  of  the column of clay was measured, 

after which the content was stirred with a glass rod and  allowed to stand for another (24) hours. 

The swelling was then recorded in both water and kerosene.  

 

 

Analytical technique: 

             The   UV – technique   was used to measure the concentration of kerosene in a single 

system.   

    The  optimal  wavelength of  kerosene was found to be 298 nm,  using a Shemadzu model 

UV-160A ultraviolet / visible spectrophotometer, The concentration of the  individual single 

component  solute  were determined   using  UV  spectrophotometer  directly   from  the  calibration 

curve, figuer (1 ). 
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CALIBRATION CURVE
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Fig. (1) Calibration curve for kerosene system 

 

RESULTS & DISCUSSION: 

  

bentonite:ch isotherm studies of Bat 

         The data collected from adsorption isotherm experiments were subjected to non – linear 

estimation using the two well – known adsorption isotherms commonly adopted in the field of 

environmental engineering (Langmuir and Freundlich isotherm). The non – linear estimation was 

performed on a statistical package "AXCEL for Windows". The adsorption isotherms of kerosene 

onto bentonite of concentrations 100, 200, 300, 400, and 500 mg/L, agitation speed (RPM=250), 

and particle size 0.5- 0.6 mm at 30 
o
C are shown in figure (2).      

          Plotting Ce/qe versus Ce to obtain the value of constants in Langmuir model (a and b). These 

values   were   obtained from the slop and intercept of the lines, and tabulated in table (1).  

         Plotting ln qe versus ln Ce to obtain the value of constants of the Freundlich model (KF and 

1/n). These values were obtained from the slop and intercept of the lines, and tabulated in table (1).  

 

Particl size(0.5-0.6)mm, RPM=250, VL=100 ml
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Fig (2) Adsorption of kerosene onto bentonite at different initial 

Concentrations 
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Table (1) Regression equations of (Langmuir and Freundlich) isotherm models for various 

initial concentrations of kerosene and bentonite. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

It is clear from figure (2) and table (1) that:  

 The equilibrium isotherm for each initial concentrations of kerosene is of favorable type 

(figure 1), for being convex upward and the amount adsorbed is proportional to the 

concentration in the fluid.  

 The results of regression equations obtained for various initial concentrations of kerosene 

are presented in table (1). Higher values of correlation coefficient it were observed in 

Freundlich model for initial concentrations of  100, 200, 300, 400, and 500  mg/L. 

 The sorption capacity of bentonite for various kerosene initial concentrations varied from 

(0.0082) to (0.0852) mg of kerosene per mg bentonite table (2). The average kerosene 

sorption capacity of bentonite was the highest for initial concentration of 500 mg/L and the 

lowest for initial concentration of 100 mg/L.  

 

Initial 

Concentration 

Isotherm 

model 
Equation of regression R

2
 

Co = 500 mg/L 

Langmuir 
  

Ce0070.01

Ce0070.01084.0

m

x


  0.9921 

Freundlich 0065.0
m

x
  Ce 

1/2.3872
 0.9936 

Co = 400 mg/L 

Langmuir 
  

Ce

Ce

m

x

0065.01

0065.01008.0


  0.9947 

Freundlich 0029.0
m

x
 Ce

 1/1.7439 
0.9952 

Co = 300 mg/L 

Langmuir 
  

Ce0094.01

Ce0094.00714.0

m

x


  0.9858 

Freundlich 0040.0
m

x
 Ce

 1/2.0325 
0.9895 

Co = 200 mg/L 

Langmuir 

  
Ce0103.01

Ce0103.00606.0

m

x




 

0.9775 

Freundlich 0024.0
m

x
  Ce

1/1.8480 0.9955 

Co = 100 mg/L 

Langmuir 
  

Ce0357.01

Ce0357.00305.0

m

x


  0.9933 

Freundlich 0028.0
m

x
  Ce 

1/2.1000 
0.9935 
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Table (2) Experimental kerosene sorption capacity values (x/m) of bentonite for various 

kerosene initial concentrations, Co 

Kerosene  initial 

concentration 

mg kerosene sorbed per mg bentonite, 
m

x
 

Range Mean 

Co = 500 mg/L 0.0384 - 0.0852 0.0608 

Co = 400 mg/L 0.0304 - 0.0722 0.0503 

Co = 300 mg/L 0.0227 - 0.0534 0.0369 

Co = 200 mg/L 0.0153 - 0.0402 0.0265 

Co = 100 mg/L 0.0082 - 0.0232 0.0152 

 

 

:Batch kinetic studies of bentonite 

          The plots of kerosene concentrations versus time for kerosene emulsion (Co = 500 mg/L) 

used in this study and bentonite of 0.05, 0.5, and 1.1 gm are presented in figure (3). Based on this 

plot, an equilibrium time of 4 hours were chosen for kerosene, (based on 1.1 gm). It is notable that 

the  kerosene concentrations decreased sharply at the beginning of adsorption indicating a rapid 

sorption rate(this is due to high surface area available for sorption at the beginning of the process), 

and then the decreased gradually, indicating a slow sorption rate. 

,            

 

Partical size(0.5-0.6)mm, Co=500mg/L, RPM=250, 
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Fig.(3)Equilibrium times for the sorption of kerosene by various quantities of bentonite 

 

 

            The plots of kerosene concentrations at equilibrium Ce versus quantities of bentonite for 

various kerosene initial concentrations 0f 100, 200, 300, 400, 500 mg/L, RPM= 250 are presented 
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in figure (4). As shown in this figure (4), when the quantity of bentonite is higher than 1.1 gm, the 

kerosene removal will not be increased due to reaching the equilibrium state.  

   

Partical size(0.5-0.6)mm,RPM=250, VL=100ml
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Fig. (4) Kerosene removal by bentonite for various initial concentrations 

 

 

:Effect of agitation speeds of bentonite 
The typical concentration decay curves of kerosene in batch experiments at different 

agitation speeds are shown in figure (5). It is observed that with increasing agitation speed, the 

kerosene concentration decreased.  
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Fig.(5) Concentration – time decay curves for kerosene onto bentonite in batch process at 

different agitation speeds 

 

 

Swelling tests of bentonite:  

Figure (6) shows the swelling of the bentonite. The bentonite showed high swelling values 

in water with and without mixing (i.e. 4 and 6.5 ml/gm, respectively), and a low 1.5 ml/gm swelling  
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value in kerosene (with and without mixing). No significant increase was found when the swelling 

was recorded after 48 hours and after mixing. This test emphasized that bentonite was posed 

hydrophilic nature more than organophilic nature.  

 

4

6.5

1.5 1.5

water kerosene

Swelling tests

Swelling without stirring Swelling after stirring

 
                                      Fig. (6) Swelling values with and without stirring 

   

 

 

Batch isotherm studies of activated carbon:  

 The adsorption isotherm of kerosene onto activated carbon of Co= (500) mg/L, agitation 

speed RPM= 800, powdered and granular of size activated carbon (0.5-0.6) and (1-1.18) mm, at 30 
o
C is shown in figure (7).  

 

 

Co=500mg/L, RPM=800 , VL=100ml
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 Fig. (7) Adsorption of kerosene onto activated carbon at different particle sizes. 

 

          The values of empirical constants for two models (Langmuir and Freundlich) were similarly 

as for bentonite, and are presented in table (3 ).                                                                                     
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Table (3) Regression equations of (Langmuir and Freundlich) isotherm model for various 

particle sizes of activated carbon. 

Particle size (mm) Isotherm model Equation of regression R
2
 

 

(powder) 
Langmuir 

Freundlich 

  
Ce0006.01

Ce0006.00940.0

m

x


  

0020.0
m

x
  Ce 

1/1.0146 

0. 1536 

 

0.9748 

 

(+0.5, -0.6) 
Langmuir 

Freundlich 

  
Ce0004.01

Ce0004.00618.3

m

x


  

0014.0
m

x
  Ce 

1/1.0183 

0.1581 

 

0.9817 

 

(+1, -1.18) Langmuir 

Freundlich 

  
Ce0003.01

Ce0003.03134.3

m

x


  

0011.0
m

x
  Ce

 1/0.9983
 

0.0604 

 

0.9634 

  

 

 

 It is clear from above figures (7) and table (3) that:  

 

 The equilibrium isotherm for various particle sizes of activated carbon is of favorable type, 

figure (7).  

 The results of regression equations obtained for various particle sizes of activated carbon are 

presented in table (3). Higher value of correlation coefficient indicated that the Freundlich 

model was valid  isotherm for all particle sizes.  

 The  sorption capacity  of  activated  carbon  for various  particle  sizes varied  from  

(0.0417) to (0.4358) mg  of  kerosene per  mg activated  carbon, (table 4). The average 

kerosene sorption capacity of activated carbon was the  highest   for  the  powder  and  the  

lowest  for  particle  size(1-1.18) mm. As shown in table (4), it is notable that as the particle 

size of activated carbon decreases, the sorption capacity increases due to the increase of  

surface area.  
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Table (4) Experimental kerosene sorption capacity values (x/m) of activated carbon for 

various particle sizes. 

Particle size(mm) 
mg kerosene sorbed per mg activated carbon, x/m 

Range Mean 

(1-1.18) 0.0417 to 0.321 0.1318 

(0.5- 0.6) 0.0423 to 0.3646 0.1401 

(powder) 0.0431 to 0.4358 0.1566 

 

 The results indicated that as the particle size of activated carbon decreased the kerosene removal 

efficiencies increased, at certain constant agitation speed and weight of adsorbent .The plot of 

kerosene concentration at equilibrium Ce versus quantities of activated carbon for various 

particle sizes is presented in figure (8).  It is of interest to note that the kerosene concentration at 

equilibrium Ce decreased very sharply at lower quantities of A.C. (up to 0.3 gm), and then the 

decrease became gradual. 
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Fig. (8) Kerosene removal by activated carbon for various 

Particle sizes 

 

 

:bentonite and activated carbonBatch isotherm studies of  
         The adsorption isotherm of kerosene onto bentonite and activated carbon of Co = (500) mg/L, 

agitation speed RPM = 800, particle size (0.5-0.6) mm at 30 
o
C is shown in figure (9). 
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Fig. (9) Adsorption of kerosene onto bentonite and activated carbon 

 

 

 

          The values of empirical constants for two models (Langmuir and Freundlich) were 

calculated by the same previous manner, their values were tabulated in table (5). 

  

 

 

Table (5) Regression equation of (Langmuir and Freundlich) isotherm model for bentonite 

and activated carbon 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

It is clear from above figure (9) and table (5) that:  

 The equilibrium isotherm for bentonite and activated carbon are of favorable type and nearly 

follow the same behavior, figure (9). 

Adsorbent Isotherm model Equation regression R
2
 

Bentonite 

Langmuir 
e

e

C0034.01

C)0034.0)(2128.0(

m

x




 

0.9737 

Freundlich 
6455.1/1

eC  0033.0
m

x
  0.9987 

A.C. 

Langmuir 

e

e

C0004.01

C)0004.0)(0618.3(

m

x


  0.1581 

Freundlich 
1/1.0183

eC 0014.0
m

x
  0.9817 
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 Freundlich model was the most valid isotherm for bentonite and activated carbon.  

 The sorption capacity of bentonite varied from 0.0398 to 0.1334 mg of kerosene per mg 

bentonite, and sorption capacity of activated carbon varied from 0.0423 to 0.3646 mg of 

kerosene per mg activated carbon, table (6). The average kerosene sorption capacity of activated 

carbon was the highest and the lowest for bentonite.  

 

Table (6) Experimental kerosene sorption capacity values (x/m) of bentonite and activated 

carbon 

 
 

 

 

 

 

 

 

 

 

         The kerosene  removal  efficiencies  obtained  at the equilibrium time (4 h) for bentonite and 

activated carbon are presented in table (7) 

 

Table (7) Kerosene removal efficiencies for bentonite and activated carbon 

Adsorbent Co (mg/L) Ce (mg/L) Kerosene removal % 

Bentonite 

A.C. 

500 

500 

61.9 

34.1 

87.6 

93.1 

 

         The plot of kerosene concentration at equilibrium Ce versus quantities of adsorbent (bentonite 

or A.C.) is presented in figure (10). At the   lower adsorbent mass (lower than 0.3 gm) the kerosene 

concentration decreased more sharply for activated carbon than bentonite, and then the decrease 

became gradual for both.  
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Fig. (10) Kerosene removal by bentonite and activated carbon 

Adsorbent 

mg kerosene sorbed per mg (bentonite or A.C.), (x/m) 

 

Rang Mean 

Bentonite 

A.C. 

0.0398 to 0.1334 

0.0423 to 0.3646 

0.0780 

0.1401 
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CONCLUTIONS: 

 The equilibrium isotherm for removal of kerosene onto bentonite at various initial 

concentrations was of favorable type. The correlation coefficient shows that Freundlich 

equation fits the experimental data more than Langmuir equation.  

 The sorption rate of bentonite increased with increasing initial concentration of kerosene.   

 The batch results of kinetic studies of bentonite showed that the equilibrium time was four 

hours.  

 It was found that increasing the mass of bentonite will increase the percentage of kerosene 

removal until (1.1) gm of bentonite for the given conditions [particle size= (0.5-0.6) mm, 

Co=500mg/L, RPM=250, VL=100ml] due to the system reaches equilibrium state.  

 The percentage of kerosene removal increased with increasing the agitation speed. The best 

removal is 87.4% for RPM = 800.  

 The swelling of bentonite in water was more than its swelling in kerosene, which insure that 

bentonite is a hydrophilic substance.  

 The equilibrium isotherm for adsorption kerosene onto activated carbon for various particle 

sizes was of favorable type. The correlation coefficient shows that Freundlich equation fits 

the experimental data more than Langmuir equation.  

 The sorption capacity of activated carbon increased with decreasing particle size, because of 

increasing the surface area with decreasing the particle sizes.  

 For a given conditions the sorption capacity and efficiency of activated carbon were higher 

than sorption capacity and efficiency of bentonite, Which means that the activated carbon 

was more active for removal of kerosene from waste water than bentonite. The activated 

carbon is non- selective for this purpose because the oil can blind the pore space of activated 

carbon during operation as well as it is a costly material. Therefore bentonite can be 

considered as alternative adsorbent.  

 At the beginning of adsorption, the kerosene concentration decreased more sharply for 

activated carbon than bentonite, and then the decrease became gradual, indicating a higher 

sorption rate for activated carbon than bentonite.  
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NOMENCLATURE: 

a      Empirical constant (mg/mg) 

b      Saturation coefficient (L/mg)  

Ce    Concentration of contaminant remaining in solution at equilibrium (mg/L) 

KF    Freundlich equilibrium constant indicative of adsorptive capacity, (mg/mg) 

m     Mass of sorbent (mg)  

n      Freundlich constant indicative of adsorption intensity,(mg/L) 

qe    Contaminant concentration sorbed on the solid(mg/mg) 

x      Mass of material sorbed on the solid phase (mg) 
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ABSTRACT 

      The object of this work is to model and simulate a fluidized bed desulfurization 

reactor by coupling a reactor kinetic model with a fluidized  bed model based on 

two –phase theory(bubbling-bed model) proposed by Kunni and 

Levenspiel(1968).This model is useful for analysis of a reaction involving  gas and 

solid. It generates the conversion data with respect to reaction time of both reacting 

gas and solids in a continuous flow(for both gas and solids) in fluidized bed. The 

flue gas or stack gas from a combustor which normally contains sulfur dioxide 

mixed with excess air  is used as the fluidizing gas with calcium oxide as the 

fluidized solids . Calcium oxide is quite capable of reacting with 2SO to effect its 

removal from the gas phase  according to the exothermic reaction : 

 

 sCaO +  gSO2 +
2

1
 gO2                sCaSO4  + Heat         

     

 The effects of the solid feed rate, SO2 concentration in the flue gas, bed height, bed 

diameter, particle size, fluidizing velocity and operating temperature on the extent 

of conversion of both gas and solid  were investigated, for a fixed feed rate of flue 

gas and SO2concentration  (50.000 cm
3
/sec ,3-5% by volume)at temperature range 

of (950-1000
o
C)and pressure 1 atm. 

 

 الخلاصة 

الهدف من  الدااةنه  نن اذمننيج ا ومنا نم وزنوة ااالنه ينوا سنوذا انزةن د الزاا نت طنا ماومني ال ا نه المم  نه  
 نا الا ومنه )ازه التاومي الز م وني نمند ي ماومي ال ا ه المم  ه امتمودا ملى ذظا ه ال نا   نيلك ادمج  

. الغوا المةتخدم  ن ينوا خنواج من  مدخذنه ان م احنه ت نني ينوا سنوذا انزةن د الزاا نت (. ن نا الاةت لاب
المتننطاة منح  نو ن ( الزولةن نم انزةن د)الغوا المةتخدم للتم  ع  زن  حواي للتاومني منع المنودة الةنلاه المةنتخدمه

 .ال وداة ملى ااالته 
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م نندي  لنننم ,ح ننا ال ا نننه ن ااتاومهننو,تاز نننا الغننوا,دااةنننه تننوس ا م نندي لا نننو  المننودة الةننلاه  الا ننث تننم طننا 
ن ننناااة الغنننوا داخننني ال ا نننه ا ننند تسا نننت م ننندي لا نننو  الغنننوا نم ننندي ,ةنننامه الغنننوا,اللا ئنننوت للمنننودة الةنننلاه 

 (ذةاه  لم ه% 4-8,سوذ ه/4ةم 85555)التاز ا
الذتوئج الذهوئ ه ل مل ه الم وزنوة انمن ت التةنم م الامسني للماومني لل ةنني ملنى املنى تاز نا لزني من  الغنوا 

 .نالةلب مم  الظانف الةوا ه
INTRODUCTION 

 

     Sulfur dioxide, S02 originating from many sources, is a pollutant can result from 

the burning of coal, oils, and gases; refining of petroleum; smelting of ores 

containing sulfur, manufacture of sulfuric acid
(1,2)

,paper,and pulp mills. It is 

produced by volcanoes and in various industrial processes. During the manufacture 

of sulfuric acid by rather the old chamber process or the newer contact process, 

some sulfur dioxide is emitted to the atmosphere 
(3)

. 

     The amount of this pollutant depends upon the size, type of plant and the 

efficiency of conversion of sulfur dioxide to sulfur trioxide 
(2)

. 

      Almost every sulfur dioxide control system in operation or under construction 

for full-scale utility or industrial boilers involves systems that produce a 

"throwaway" or disposable waste form of sulfur rather than a recovered product for 

sale. Most of these throwaway systems used direct lime or limestone a few others 

involve sodium-based sulfur dioxide absorption
(4)

.Oxidation of 2SO usually in the 

presence of acatalyst such as ( 2VO ), form( 42 SOH ),and thus acid  rain. 

     Although a wide range of toxic gases and fumes can be released in accidents in 

chemical plants or stores, there are several gases and vapors which are commonaly 

encountered in many pollution situation, including contaminated land waste 

disposal and fuel combustion. It is interesting to note that the most hazardous of 

these, when judged by the concentration causing toxicity, is sulfur dioxide
(5)

. Sulfur 

dioxide has the following four adverse effects: 

i. Toxicity to humans. 

ii. Acidification of lakes and surface waters. 

iii. Damage to trees and crops. 

iv. Damage to buildings). 

 

Fluidization and Fluidized-Bed Reactors 

 

      The fluidized bed is one of the best known contacting methods used in the 

processing industry, for instance in oil refinery plants. Among its chief advantages 

are that the particles are well mixed leading to low temperature gradients, they are 

suitable for both small and large scale operations and they allow continuous 

processing. The fluid used to fluidize the solid particles can be either liquid or gas. 

Gas-solid fluidization is considered. A one-parameter model, termed the bubbling-

bed model, is described by Kunii and Levenspiel (1991). It is  used to calculate the 

hydrodynamic parameters. The one parameter is the size of bubbles. This model 

endeavors to account for different bubble velocities and the different flow patterns 

of fluid and solid that result.Compared with the two-region model, the Kunii-

levenspiel (KL) model introduces two additional regions. The model establishes 

expressions for the distribution of the fluidized bed and of the solid particles in the 
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various regions. These, together with expressions for coefficients for the exchange 

of gas between pairs of regions, form the hydrodynamic + mass transfer basis for a 

reactor model. 

 

Simulation Procedure 

 

      The following assumptions  were made in the simulation     :  

 The reactor is under steady state operation. 

 The lime particles are of uniform size and are completely mixed in the bed.   

 3.No elutriation of particles occurs. 

 Following these assumptions,an iterative computational algorithm was set 

up.The calculation procedure is described below and to start the computation 

a set of input data is required .These are as follows: 

o Mean particles size(0.1,0.075,0.05,0.025 cm). 

o Bed diameter range(50,75,100,150,200,250,300 cm). 

o Bed height range(50,75,100,125 cm). 

o Temperature of flue gase entering reactor (750,850,950,1000 
o
C) 

accordingly the viscosity as a function of temperature is determined 

(6), a nomograph to determine absolute viscosity of gas as a function 

of temperature). Table (1) gives the viscosity as a function of 

temperature.                                          

  

Table (1) viscosity as a function of temperature 

 

1000 950 900 850 800 750 Temp. (
o
C) 

5.4 5.2 5 4.9 4.7 4.5 
Viscosity(gm/cm.sec) 

410 

 

 To (referans temperature) =273 K, P=1 atm, Mwt.CaO =56 gm/mol ,Mwt. of 

inlet gas  mixture(fluidizing gas) =30.75 gm/mol 

            consists mainly of SO2=5% and air 95%(20%excess) as reactants.. 

 Mass flow rate of CaO (280,560, 840,1120 gm/sec). 

 Density of solid CaO(7) =2.8  gm/cm
3
.  

=0.5                                                                              mf =0.4, m * 

     *  g=980 gm/sec
2
,  

 9- Density of fluidizing  gas = (M.wt. p)/(RT) 

The sequence of steps of calculations are as follows: 

          

- The minimum fluidization velocity, mfu , is evaluated by Ergun equation as: 

   
0

75.175.1

1150 3

2 






g

pmgs

mf

pg

gmf
mf

dg
u

d
u







    (1) 

- Determine pRe and  calculate tu through equations: 

                                   pRe =
g

mfgp ud




                                                      (2) 
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                                  tu = 
 

g

pgs gd





18

2


    for       pRe     0.4                     (2.a) 

 

                           tu
 

5.0

3











 


g

gsp gd




 for 0.4 < pRe < 500                  (2.b) 

 

 

                          tu = 
  2

1

1.3











 

g

pgs dg




    for 500 < pRe < 210

5
             (2.c) 

 

- Predication of ou (i,e. ou = mfufactor  ),the factor is between (3-6). 

- Calculate pd by equation (3): 

                                               bd = 0.00376  
mfo uu  2                                (3) 

- Substitute pd in equation (4) to calculate bru . 

                                           bru = 0.711 ( bdg )
1/2

                                             (4) 

- Calculate bu by equation (5): 

                                          bu = ou - mfu + bru                                                          (5)   

- The bed fraction of bubble phase ,  , is determined by equation (6), 

b = 0.0055,  = 0.3 , OD = 2.610 4 cm
2
/sec 

                                       =  
mfo uu   / bu                                                      (6) 

- Calculate  bm  by equation (7): 

                                                bm =( b )/((1- mf )(1- ))                                     (7 ) 

- Calculate  c  by equation (8). 

                                      

    c = (1- mf) 






















mfmfbr

mfmf

uu

u

/

/3
                                                                     (8)    

- Calculate  cm  by equation (9).  

                               cm = ( c )/((1- mf ) (1…- ))                                              (9) 

- Calculate  e   by equation (10).  

                         e = ((1- mf ) (1- ))/ )+ ( b + c )                                      (10) 

- Calculate  em  by equation (11).  

                                em = ( e )/((1- mf ) (1- ))                                                  (11) 

- Checking for ecb mmm  =1 

- Calculate the diffusivity by equation (12), effective diffusivity by equation (13), 

and sD  by equation (14). 
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83.1













O

O
T

T
DD                                                                           (12) 

                             mfe DD          ( gasfluethroughSO2 )                                      (13)           

                             15.0DDs        ( solidthroughSO2 )                                          (14 ) 

- From equation (15) and (16) Calculate bcK ,   ceK . 

                          bcK  = 4.5 

























4

5

4

1

2

1

85.5

b
b

mf

d

gD

d

u
                                                    (15) 

                         ceK  = 6.78 

21

3

/

b

bemf

d

uD













 
                                                           (16) 

 

- Select values of Kr  between l and 1000 sec
-1

 and for each value of Kr :- 

a. Calculate Kf by equation ( 17) and substitute in to equation (18 ) to find XA . 

 

Kf =( b Kr )  +               
1 

                                                                                     (17)

       
bcK

1 + 

krk

Kr

ece

c




11

1
)(

1





   

 

      (18)                                                     
kfe

=
Ai

Ao

C

C
XA 1                       

b. Calculate   by equation (19 ). 

                                       =
Ac

B

Cbk

R
=

Ac

pB

Cbk

d

2


                                                      (19) 

and 

 B molar density of CaO  particle(density ofCaO   /M.wt. ofCaO ) , and     Kc  

fromAreniesequation(i.e Kc = RT

Ea

Ae



)                                                                     

(19.a) 

 

c. Calculate the over all rate constant( mK )by equation (20). 

                                       
mK

1
=

kc

1
+

s

p

D

d

12
                                                              (20) 

 

d. Determine  fL from eq.(21) and mfL  from the correlation between them (i.e. eqn 

22). 

                                    fL =-(ln (1- XA ) bu )/ Kf                                                      (21) 

The bed height can be related as follows: 
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mf

f

L

L
=

mf

m









1

1
                                                            (22) 

e. Determine the mean residence time of particles in the bed ( t ) by equation (23). 

                                            t = 
1F

W
= 

 

1

1

F

LA mmft 
                                            ( 23) 

Where 

W=weight of bed(gm), 1F  = out flow rate of solid(gm/sec) 

tA  is the cross-sectional area of bed needed and obtained by mass balance. 

tA = ((Fo*CAI)/mwts)/(((uo*(To./(To+T)))*(((0.21-0.1)/22400)+((CAI-(CAI*0.01)) 

/22400))) 

 

f. Substitute t and   in equation (24) to find XB . 

                        XB  = 1-3(


t
)+6(



t
)
2
 -6(



t
)
3
    )/exp(1 t                            (24 ) 

g. Calculate   and CA  by equation (25) and ( 26)respectively. 

              =
















































ece

c

ce

e

yk

kr
y

k

kr
y

1

1

1

1

1
                                                          ( 25) 

              AC = 
)/(

)1(

bmf

iAiec

ukrL

XC
kce

kr
m 

                                                                ( 26) 

h. Calculate XA  by equation (27 ). 

               
b

1
(

bM

F0 ) XB = XACuA Aiot                                                                   (27) 

i . Compare XA calculated from equations (18) with XA  calculated from equation  

( 27).If they do not match, assign new trial value for Kr and repeat steps a through i. 

k . The calculation is terminated when the error criterion )27()18( XAXA  <10
-3

 is 

satisfied. 

Results and discussion  

 

            The effects of the fluidizing velocity,solid feed rate,mean particle size of the 

solids,operating temperature,SO2 concentration of feed gas and bed geometry on the 

conversion efficiency of both gas and solids are discussed separately. Fig.s(1)-(19) 

show these effects on plots as % conversion versus reaction time.It should be noted 

that in this study the feed gas flow rate is set within the range of 49580-51600 

cm
3
/sec (average 50000 cm

3
/sec) as  a design parameter. 
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Effect of Operating Temperature 

 

           The effect of temperature on the conversion efficiency of the gas and solids 

are presented in Fig.s (1) and (2) respectively. The temperature range covered in this 

study is 750
 o

C-1000
o
C.At relatively lower temperatures (<500

o
C) calcium 

sulfite(CaSO4) an unstable product of the reaction can be formed and may react 

reversibly to give back SO2.It is therefore important that temperatures higher than 

650
o
c should be used to avoid the formation of CaSO3. For this purpose, 

temperatures above 650
 o

C were used in this investigation(8). As it is seen 

maximum conversions are obtained within the temperature range(950
 o

C-1000 
o
C) , 

shorter reaction times are obtained as the temperature is increased because the rate 

of reaction increases with temperature as well as the solute mass diffusivity (9) 

.From these plots led to the conclusion that the desirable range of temperature is 950
 

o
C-1000

 o
C ,preferably 950

 o
C .Consequently, the operation temperature chosen is 

950
o
C and used throughout the calculations   of the simulation program.                                                                          
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- EFFECT OF MEAN PARTICLES SIZE 

 

      The effect of mean particle size on the conversion efficiency is shown in Figs 

(3)and(4) for the gas and solids. These data are obtained for a fixed feed of solids  

Fo =280 gm/sec and fluidizing velocity uo=3umf cm/sec. For the range of particle 

size used in this study(0.1-0.025cm) and as it is seen from the plots,a decrease in 

particle size is to increase the conversion efficiency of both gas and solids for all 

temperatures used.For instance ,at 750
 o

C the conversion of the gas increased from 

62-99% over a particle size decrease from 0.1cm down to 0.025cm. On the other 

hand,this increase in efficiencies is accompanied by rapid decrease in the reaction 

time over the residence time of the particles in the bed. But this residence time 

showed little  change with decreasing particle size and increasing temperature. The 

heighest conversion efficiencies were obtained with the small size particles(i.e 

=0.025 cm).This is expected,because small size particles offer larger surface area for 

reaction and solute diffusion than particles of larger size.However,very small size 

particles are not suitable for fluidized bed reactors due to carry over problems and 

therfore are  not considered in this study . 
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EFFECT OF GAS FLUIDIZING VELOCITY 

 

         As stated in Kunni and Levenspiel(1968) recommend a fluidizing velocity in 

fluidized bed reactors to be greater than 2 mfu  (i,e . ou  >=2 mfu ) for proper reaction 

and stable operation. However, higher values of uo are not recommended in order to 

avoid solids carry over.Solids carry over can be prevented if uo is chosen to be well 

below the terminal velocity of the solid particles in the bed. Accordingly, the range 

of uo values coverd in this study is taken to be (3-6) mfu cm/sec. Figs.(5) and (6) 

depict the effect of changing uo on the conversion efficiency of the gas and solid 

with the operation temperature , solid feed rate and size of particles are kept 

constant at 950
 o
C , 280 gm/sec and 0.025cm respectively. An increase in uo leads to 

a decrease in %conversion,for solid only (gas conversion remains unchanged). 

However, both gas and solids almost attain the same conversion(95-96% for the 

solid and 99% for the gas) within the same range of reaction time of  360-475 sec. 
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This range of reaction time is well below the residence time of the solid particles in 

the reactor. For proper operation of the reactor, it is essential that the reaction 

should go to completion before any of the solid particles leave the reactor. In other 

words, it is essential that the reaction time should , always, be less than the 

residence time of the solid particles in the bed in order to achieve complete reaction. 

          From these results, it appears that a fluidizing velocity of 3umf is our choice 

as an optimum value.The use of fluidizing velocity higher than 3umf does not affect 

the conversion efficiency of the gas but more reaction time is needed. This would 

exceed the residence time of the solids in the bed. On the other hand an increase of 

uo above 3umf entails a decrease in solid conversion. Thus higher values of uo are 

not desirable. Consequently, the fluidizing velocity is fixed at 3umf and used 

throughout the calculations of the simulation program.  
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EFFECT OF INLET SO2 CONCENTRATION 

    The concentration of 2SO in the feed gas entering the reactor is fixed within the 

range 3-5% by volume.This concentration originates in the heavy fuel oil used in 

the combustion.  Davidson and Harrison(1968) state that commercial fuel oils used 

for combustion usually contain sulfur that is finally converted to 2SO within the 

range 3-5%v/v in the flue gas. 

     Figs (7-12) show the effect of varying 2SO concentration on the conversion 

efficiency of the gas and solid respectively. As it is shown, with the  other 

parameters fixed, the reaction time increases as SO2 concenteration is decreased. It 

should be noted that the inlet concenteration of SO2 is usually fixed  as the 

concenteration of the feed gas to be desulfurized. However, some variations in the 

quality of fuel used in the combuster could change this composition, but still 

maximum conversions are obtained. For the simulation programe, the inlet 

2SO concenteration is set at 5%v/v in a feed gas of 50000 cm
3
/sec. It can be noted 

from the results the conversion of the gas and solid remaine constant regardless of 

2SO conversion. However,if the concentration of gas is increased ,the material 

balance requires a decrases of the gas flow rate and hence a decrase of reaction time 

and residence time. 
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Fig.11.- dp=0.025 cm, T= 950   ْ c, uo/ umf =3, Fo=280 g/s 
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EFFECT OF  SOLID  FEED  RATE  

 

     The effect of solid feed rate has been investigated  for a reaction temperature of 

950
 o
C and mean particle size=0.025cm with the other parameters are fixed at their 

desired values. 

     Increasing the rate of solids entering the reactor has no effect on the conversion 

efficiency of both gas and solid and the reaction time. As can be seen from 

Figs(13)and(14), the conversion of the gas and solid rise rapidly to their maximum 

values within a reaction time of  360-475 sec and this reaction time appears to be 

well below the residance time of solids in the reactor. However, an increase in solid 

flow rate involves marked increase in the volumetric flow rate of the input gas to the 

reactor. Since the range of the input flow of gas is already fixed at 50000 cm
3
/sec an 

increase in solid flow rate above 280gm/sec will require higher gas flow rate. 

Therefore, the recommended solid feed rate is 280gm /sec. 
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Effect of  Bed Height 

 

       Fig(15) depicts the effect of increasing bed height on the reaction time to 

achieve maximum conversion for  the gas and solid at a given bed diameter of 

60cm. As it is shown the reaction time increases  with bed height as well as the 

residence time. This effect is indirectly linked with equation (26),(19),(23) for the 

gas concenteration inside the reactor, reaction time and residence time 

respectively.The results show that the optimum reaction time of 369-475 sec 

corresponds to a fixed bed height of 75-150cm. Using higher beds will lead to 

higher reaction times. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

0 500 1000 1500 2000 2500 3000 3500
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

time (sec)

C
a
O

 c
o
n
v
e
rs

io
n
 (

%
)

data1

data2

data3

data4

Fo (g/s) 

 280 

560 

840 

112

0 

Fig.14.- dp=0.025 cm, T= 950   ْ c, uo/ umf =3 

 

 

0

20

40

60

80

100

120

140

0 100 200 300 400 500 600 700 800 900

time (sec.)

B
e
d

 h
e
ig

h
t 

(c
m

)

Fig. 15.  Fo= 280 g/s., DB= 50-75 cm, T= 950 
o
C, uo/umf=3,dp=0.025cm 



N.M. Abdulrasol                                                                       Simulation of Sulfur Dioxide Removal  

  W.M. S, Kadhem                                                                    from a Gas Stream in a Fluidized 

                                                                                   Bed Reactor 

 

 8384 

EFFECT OF BED  DIAMETER 

 

     The effect of bed diameter on the conversion efficiency of the gas and solids has 

been investigated for the range of bed diameters of 50-75cm at constant temperature 

of 950
o
C,particle size of 0.025cm, fluidizing velocity of 3umf cm/sec and solid feed 

rate of 280gm/sec .The inlet concentration of SO2 is taken to be the heighest 

allowable value of 5% by volume.The results are plot in Figs(16)-(19).The plots 

show that solid conversion is ranging between 92-97% for bed diameters between 

50-75cm.This conversion increases until it reaches 99% for beds between 150-

300cm in diameter.On the other hand the gas conversion exhibits a rapid decrease 

with increasing bed diameter(i,e. 8%  for beds close to 300cm in diameter).It is also 

noted that inorder to achieve a fluidizing velocity of 3umf cm/sec. The feed flow 

rate of the gas should increase,and as can be seen this flow rate becomes 

exceedingly high at bed diameters close to 300cm. Such high flow rates do not 

match the design feed rate of 50000cm
3
/sec .The reaction time remains unchanged 

at 360-475 sec,but  the residence time increases with bed diameter. From these 

results it is clear that the increase in bed diameter adversely affects the efficiency of 

gas conversion, but it has little effect on solid conversion.It appears that bed 

diameters between 50-75cm would be the best choice for operation. 
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CONCLUSIONS 

     Recently the bubbling-bed model was applied to the prediction of gas conversion 

in solid catalysed gas-phase reaction. In the present work this model is used to 

determine the extent of chemical conversion of both reacting gas and solids in a 

continuoas flow(for both gas and solid) fluidized bed. This procedure is applied for 

removal of 2SO from flue gas using CaO  as solid reactant in a fluidized bed reactor 

based on a feed rate of 50000cm
3
/sec of flue gas.The results of the simulation 

programe for maximum conversion  of gas and solid are summarized as follows:  

-The feed rate of CaO   is to be 280gm/sec(about 24.192Kg/day) producing 3.617 

gm/sec (about 27 Kg/day) of CaSO4(99% conversion) as by product,a useful 

building material. 

-The reactor will operate a diabatically at temperature within 950-1000
 o
C. 

-The mean particle size of CaO is 0.025cm. 

- The fluidizing velocity of the gas(flue gas) should be 3 times the minimum 

fluidizing velocity of the solid particles. 

- The flow rate of the solid feed depends on the flow rate of the feed gas. 

- To a chieve the same conversion of both gas and solid an increase in inlet SO2 

concentration requires a decrease in gas flow rate. 

- The best ratio of bed height to bed diameter for maximum conversion should not 

exceed 2. 

 

NOMENCLATURE  

  tA  cross-sectional area of bed )( 2cm  

  A = pre-exponential factor for solid diffusion of 2SO through 4CaSO  )./( 2 scm  

   b   stoichiometeric coefficient in gas/solid reaction equation. 

AiC  concentration of gas in the inlet gase stream )/( 3cmgmol  

AoC =  concentration of gas (or bubble gas)leaving the bed )/( 3cmgmol  
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
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

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Ae

Ac

Ab

C

C

C

concentration of gas A in bubble,cloud-wake region,and emulsion  

respectivlely  )/( 3cmgmol  

AC   average concentration of reactant A encountered by solid particles in the bed  

)/( 3cmgmol  

 










s

e

D

D

D

  

OD  = diffusivity at standard conditions  sec)/)(1,273( 2cmatmPKT  . 

BD = bed diameter ).(cm  

pd   particle diameter ).(cm  

 bd  bubble diameter  ).(cm  

 aE = activation energy for solid diffusion of CaO  through 4CaSO  )./( molJ  

 oF   feed flow rate of solids  sec)./(gm  

 1F    out flow rate of solid  sec)./(gm  

g   acceleration of gravity  sec)./(gm  






ce

bc

K

K
  

  

Kr   reaction rate constant defined in equation (17)  sec)./1(  

cK   rate constant for surface defined in equation (19.a) sec)./(cm  

fk  reaction rate group defined in equation (17) dimensionless.  

mK = overall rate constant  sec)./(cm  

   L= height of the reactor  ).(cm   








mf

f

L

L
  height of fluidized bed and static bed respectively  ).(cm  

BM   molecular weight of solid material  )./( molgm  










e

c

b

m

m

m

  weight fraction of solids defined by equation (7,9,11). 

AN = gramme moles of A. 

rc = radius of solid  unreacted core ).(cm  

  R= gas constant  )../.( 3 Kmolcmatm  

mean residence time of particles in the bed (sec) t    

diffusion coefficient, effective diffusion coefficient in emulsion, and 

diffusion coefficient through layer of solid product or ash   sec)/( 2cm  

interchange coefficients between bubble and cloud wake region, and between 

cloud – wake region and emulsion, respectively  sec)./1(  
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t = residence time for particle in the bed (sec). 
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u

u

u

  

    tu = terminal or free-falling velocity of the particles  sec)./(cm  

   




w

b

V

V
  volume of bubble and of wake, respectively  ).( 3cm . 

    sV = volume of a solid particle   ).( 3cm  

 

)( 3cm   VT= total volume of the particles 

 W   weight of bed  ).(gm  

   AX   fractional conversion of reactant gas (A). 

   BX   mean fractional conversion of solid (B) material in the exit stream. 

  


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e

c

b

y

y

y

  volume fraction of solids by equations (8,10) ,  dimensionless. 

   Greek Letters 

  




mf

m




  

 

    time for complete conversion of a single particle  (sec).  

   = bed fraction of bubble phase . 

 s = density of  solid  )/( 3cmgm . 

 g = density of  gas   )/( 3cmgm  

 g = viscosity of gas  sec)./( cmgm  

  = sphericity of a particle , dimensionless . 

  =  ratio of wake volume to bubble volume . 

 B   molar density of solid material   )/( 3cmmolg  

 

velocity of rising bubble, minimum fluidizing velocity, and superficial gas 

velocity, respectively  sec)./(cm  
 

 

 

 

void fraction in a fixed bed and in a bed at minimum fluidization, 

respectively ,  dimensionless. 
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ABSTRACT  

 A numerical investigation has been carried out to examine the effects of insulated 

baffle mounted in complex cavity representing as an industrial building on flow pattern 

and heat transfer characteristics. The cavity is formed by adiabatic horizontal bottom, 

inclined upper walls and vertical isothermal walls. This problem is solved by using flow-

energy equations in terms of stream-vorticity formulation in curvilinear coordinates. Two 

cases are considered; in the first (case 1) the insulated baffle position attached to the 

horizontal bottom wall of the cavity while in the second case (case 2) the insulated baffle 

position attached the upper inclined wall. A parametric study is carried out using 

following parameters: Rayleigh number from 10
3
 to 10

6
, Prandtl number for 0.7 and 10, 

baffle height (HB=0, 0.3H
*
, 0.4H

*
, and 0.5H

*
), baffle location for (LB=0.25L and 0.75L) 

with or without baffle in the cavity (total of 100 tests). For case 1 results show that, the 

flow strength generally increasing with increasing Ra values, increasing baffle height, 

and decreasing values of Pr, while in case 2 the same behavior of above could be show 

except the flow strength decreasing with increasing baffle height, also, increase Ra leads 

to increase the rate of heat transfer. The configuration of the cavity in case 2 leads to 

increase in heat transfer rate comparing with that in case 1.  
 

KEY WORDS: natural convection, cavity with baffle  

 الخلاصـة
 

تم التوسع بدراسة عددٌة لاختبار تأثٌر الحاجز المعزول الموضوع فً تجوٌف معقد ٌمثل بناٌة صناعٌة 
, التجوٌف متمثل بأسطح معزولة السطح الأفقً السفلً . على حركة الجرٌان وسمات انتقال الحرارة بالحمل الحر

المسألة حلت باستخدام معادلات الجرٌان والطاقة . لعمودٌةالسطح المائل العلوي وأسطح ثبوت درجة الحرارة ا
تم اخذ حالتٌن فً هذه الدراسة الحالة الأولى الحاجز . الدوامٌة بالإحداثٌات المطابقة للجسم-بصٌغة دالة الانسٌاب

وي المعزول منطبق على السطح السفلً للتجوٌف بٌنما فً الحالة الثانٌة ٌكون منطبق على السطح المائل العل
01رقم راٌلً من :المعاملات المدروسة هً, للتجوٌف

01الى 3
 ,HB= 0)ارتفاع الحاجز ,01و  1.0رقم برانتل ,6

0.3H
*
,   0.4H

*
, 0.5H

*
لحالاث مخخلفت بذون وبوجود الحاجش داخل , (LB=0.25L, 0.75L)موقع الحاجز , (
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الجزٌان بصورة عامت حشداد مع سٌادة رقم النخائج للحالت الأولى أوضحج أن قوة (. اخخبار 011حوالً )الخجوٌف 

ونقصان قٍم رقم بزانخل بٍنما فً الحالت الثانٍت ٌبقى نفس الخصزف أعلاه مع , سٌادة ارحفاع الحاجش المعشول, راٌلً

كذلك سٌادة قٍم رقم راٌلً  حؤدي إلى سٌادة معذل انخقال . نقصان قوة الجزٌان باسدٌاد ارحفاع الحاجش المعشول

 .حزكٍب الخجوٌف فً الحالت الثانٍت ٌؤدي إلى سٌادة معذل انخقال الحزارة مقارنت بالحالت الأولى. الحزارة

INTRODUCTION 
  

Heat transfer and fluid flow inside complex cavity with or without baffles has not 

been investigated widely due to geometric complexity. This case study represented as an 

industrial building, numerous references deal with enclosures with flat straight walls due 

to its huge application in engineering like as, solar-collectors and cooling system of 

electronic devices. Especially for the cooling low powered laptop computers, monitors 

and TV. These are always complex interaction between the finite fluid content inside the 

enclosure with enclosure walls. This complexity increase when the wall becomes 

inclined, wavy or content baffles distributed in the enclosure. In the past, a great number 

of studies have focused on a vertical of cavity configuration formed with straight walls, 

mostly cavities of square, rectangular, trapezoidal and parallelogram cross sections. 

Representative reference that have divulged these efforts are condensed in Iyican et al 

(1980), Van Doormaal et al (1981), Law et al (1991), and Peric (1993).  In these works 

buoyancy-induced flows are considered in the physical system and descriptive 

mathematical methodologies in the analysis or the experimental procedures in the 

laboratory are outlined. 

The method of transformed coordinates was originally proposed in Jang et al 

(2003) as a tool to solve heat transfer problems in the presence of irregular surface of all 

kinds. This method is not limited to heat transfer problems, but is also applicable to other 

problems in engineering and science. Karyakin (1989) investigated transient natural 

convection in a trapezoidal cavity with parallel top and bottom walls and inclined side 

walls. Lee (1991) presented numerical results up to a Rayleigh number of 10
5
 for natural 

convection in trapezoidal enclosure of horizontal bottom and top walls that are insulated 

and isothermal inclined side walls. Moukalled et al (2003) studied numerically the natural 

convection in a partitioned trapezoidal cavity heated from the side. In particular the effect 

of Rayleigh number, Prandtl number, baffle height, and buffle location on heat transfer is 

investigated for two boundary conditions representing buoyancy-assisting and buoyancy-

opposing modes along the upper inclined surface of the cavity.  Shi et al (2003) 

performed a numerical study in a square cavity due to thin fin on the hot wall. They 

concluded that heat transfer capacity on the anchoring wall was always degraded; 

however, heat transfer capacity on the cold wall without the fin can be promoted for high 

Rayleigh numbers and with fins placed in the vicinity of the insulated walls. 

Tasnim et al (2005) analyzed the laminar natural convection heat transfer in a 

square cavity with an adiabatic arc shaped baffle. As boundary conditions of the cavity, 

two vertical opposite walls are kept at constant but different temperatures and the 

remaining two walls are kept thermally insulated. Results are presented for a range of 

Rayleigh number, arc lengths of the baffle, and shape parameters of the baffle. Ambarita 

et al (2006), studied numerically a differentially heated square cavity, which is formed by 

horizontal adiabatic walls and vertical isothermal walls. Two perfectly insulated baffles 

were attached to its horizontal walls at symmetric position. The results show that Nusselt 

number is an increasing function of Rayleigh number, a decreasing one of baffle length 

and strongly depends on baffle position. Dagtekin et al (2006), studied natural convection 
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heat transfer and fluid flow of two heated partitions within an enclosure have been 

analyzed numerically. The right side wall and the bottom wall of the enclosure were 

insulated perfectly while the left side wall and top wall were maintained at the same 

uniform temperature. The partitioned were placed on the bottom of the enclosure and 

their temperatures were kept higher than the non-isolated walls. The effects of position 

and heights of the partitions on heat transfer and flow field for Rayleigh number range 

from 10
4
 to 10

6
 have been investigated.  

Bilgen (2002) investigated numerically the laminar and turbulent natural 

convection in enclosures with partial partitions. Vertical boundaries are isothermal and 

horizontal boundaries were adiabatic. Various geometrical parameters were: aspect ratio, 

partition position, height of the partition and Rayleigh number, the results is reduced in 

terms of the normalized Nusselt number as a function of the Rayleigh number and other 

non dimensional geometrical parameters. An experimental study of low level turbulence 

natural convection in an air filled vertical partitioned square cavity was conducted by 

Ampofo (2004). The dimension of the cavity, which was 0.75*0.75*1.5, resulted in two 

dimensional flow. The hot and cold walls of the cavity were isothermal at 50 and 10 C  

respectively giving a Rayleigh number of 1.58*10
9
. The local velocity and temperature 

were systematically measured at different locations in the cavity and both mean and 

fluctuation quantities are presented.  

The objective of this study is to examine numerically the natural heat transfer in 

complex geometry such as industrial building with or without baffles distributed in the 

cavity. Moreover to study the effect of Rayleigh number, Prandtl number and 

configuration of these baffles such as height and position for two cases, baffle attached 

the horizontal bottom wall of the cavity or attached the upper inclined wall on the 

characteristics of natural convection heat transfer in the cavity.   
 

PHYSICAL MODEL 

 The conjugate problem under present consideration is depicted in Fig. 1, which 

show a complex cavity represented in industrial buildings with insulated bottom and 

inclined top walls. The left wall fixed at hot temperature Th while the right wall 

maintained at the cold temperature Tc, the inclination of the top surface of the cavity is 

fixed at 15 degree. The geometry of the cavity in this study fixed at the width of the 

cavity 4 times the height of the left vertical wall. Results show two cases according to the 

position of the baffle, which is attached to horizontal bottom wall or attached to inclined 

top wall of the cavity as shown in Fig. 1. Three baffle height (HB = 0.3H
*
, 0.4H

*
, 0.5H

*
)                      

and two position of the baffle (LB= 0.25L, 0.75L) are studied. In all computational the 

baffle thickness (WB=L/30) to simulate a thin baffle.
 
The viscose incompressible flow 

inside a closed cavity and a temperature distribution is described by the Navier-Stokes 

and energy equations for two dimension and steady. The Boussinesq approximation is 

used with the assumption of constant properties and negligible viscous dissipation. The 

governing equation in stream function- vortities formulation in dimensionless form is 

defined as follows:
 














yx 2

2

2

2

                                                                                                              (1) 
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                                                                                      (3) 

Hence, introducing the following non-dimensional variables: 

)(/)(,/Pr

)(/)(,/),(),(,/),(),(

3 



aTTlgRaa

TTTTalvuvulyxyx

ch

chc









 

The study is completed with the following boundary condition:  

resttheonvu

wallhottheonvu

wallcoldtheonvu

yx 





.0,0,0

.0,1

.0,0







 

 

NUMERICAL PROCEDURES  
   

The grid generation calculation is based on the curvilinear co-ordinate system 

applied to fluid flow as described by Thompson (1999). The transformation is as follows: 

   yxyx ,,,   . The problem is now defined in terms of new variables: 
 

     22 J                                             (4) 

 

   
  JyyRa

JJt













Pr

2Pr 2

             (5) 

 

    22 JJt                           (6) 

Where  

 
  Jxxxxyyyy

Jyyyyxxxx

yyxxyxyx

)2()2(

)2()2(

,, 2222



















                          (7) 

 

The boundary condition represented in the following table: 
 

Table 1 Boundary condition in the typical case study  
       

Left wall 0 1 2J   

Right wall 0 0 2J   

Inclined wall  0 
 =0 2J   

Bottom wall  0 
 =0 2J   

Baffles  0 
 =0 ,  =0 2J   , 

2J   
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The heat transfer rate by convection in a hot left wall of the cavity is obtained 

from the Nusselt number calculation. The local Nusselt number and average Nusselt 

number are expressed as: 

 
1

0

, dyNuNuJNu laval                                                                       (8) 

 

VALIDATION OF THE CODE 

In order to make sure that the developed codes are free of error coding, a 

validation test was conducted, calculations for an air filled square cavity without baffle 

for Ra=10
4
, 10

5
, 10

6
 were carried out and the results are shown in table 1. the results of 

the previous publication for the same problem are also presented in table. Data from the 

table shows that the results of the code, even through there are some differences, do agree 

very well with the previous works results. Those differences are not essential, the 

maximum difference is 1.01% and probably caused by the different grid sizes and round-

offs in the computational process. 
  

Table 2. Comparison of the present result and the previous works result. 
 

Reference Average Nusselt number Nuave 

Ra =10
4 

Ra =10
5
 Ra =10

6
 

Collins (2005) 2.244 4.5236 8.8554 

Shi (2003) 2.247 4.532 8.893 

Bilgen (2005) 2.245 4.521 8.800 

Present study 2.248 4.514 8.804 
 

RESULTS AND DISCUSSION  
  

In order to understand the flow pattern, temperature distribution and heat transfer 

characteristics of the typical case study a total of 100 cases were considered. To study the 

effects of the baffle position (LB = 0.25L, 0.75L), baffle height (HB = 0.3H
*
, 0.4H

*
, 

0.5H
*
), Rayleigh number (Ra = 10

3
, 10

4
, 10

5
, 10

6
), and Prandtl number (Pr = 0.7, 10) for 

two cases according to the baffle, attached to the horizontal bottom wall or attached to the 

inclined upper wall of the cavity. Flow and temperature fields and Nusselt number are 

examined. Typical grid generation for the cavity represented as shown in Fig 2.  
 

Flow and Temperature Fields 
  

The flow consists of a recirculating eddy rotating clockwise, indicating that the 

fluid filling the cavity is moving up along both the left heated vertical wall and the top 

insulation inclined wall (the slope is positive) until reach to the middle of the cavity, then 

the flow down along the top insulation inclined wall (the slope is negative), cold right 

vertical wall, and horizontally to the left along the insulated bottom wall of the cavity. All 

results of streamline and isothermal contours are takes for Pr=0.7.  

Fig. 3 shows streamline and isothermal maps in the cavity without baffles as 

depicted, the flow structure consists of a single eddy rotating clockwise. At low Rayleigh 

number values, the eye of the recirculating vortex is located at the middle of the cavity 
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close to the hot vertical wall of the cavity, where the largest velocities was located as 

shown in Fig. 3A, and 3C. As Ra increase Fig. 3E, and 3G, the eye of the vortex moves 

away from the hot wall towards the middle of the cavity and upward towards the top 

inclined upper wall of the cavity. In addition, at the highest Ra value Ra=10
6
, the flow 

separates near the lower right corner of the cavity. For low Ra (Ra=10
3
) Fig. 3B, 

isotherms values decrease uniformly from hot to cold wall showing dominant weak 

convection heat transfer. As Ra increase, the distribution of isothermal implies higher 

stratification levels within the cavity compare Fig. 3B, and 3H, and consequently higher 

convection contribution. 

For case 1 where the baffles attached horizontal bottom wall of the cavity, the 

flow pattern and isothermal contours are discussed below. Fig. 4 and Fig. 5 show that for 

LB=0.25L, HB=0.4H
*
 and LB=0.75L, HB=0.4H

*
 respectively. Streamlines in Fig. 4 

indicated that at the lowest Ra presented (Ra=10
3
), the recirculating flow exhibits single 

vortex (Fig. 4A, and 4C) located near the middle of the cavity. This vortex rotates in the 

clockwise direction. As Ra increase, the two vortices will be appearing in the cavity 

around the baffle. The left vortex close to the left hot wall (Fig. 4E, and 4G) is more 

uniform comparing with right vortex. Increase Ra leads to distrom the right vortex which 

move towards the left and upper inclined wall in the cavity.  Moreover, with increasing 

values of Ra, the flow between the baffle and the cold right wall becomes weaker as 

compared to the region between the baffle and the hot left wall. The colder fluid tends to 

stagnate in the lower right-hand section of the cavity between the baffle and right vertical 

wall (cold wall). Resulting in a thermally stratified region and inhibiting the penetration 

of the warmer fluid from the cavity left-hand section.
 
Isotherms presented in Fig. 4 (left 

side), reflect the above described flow patterns. At low Ra, variation in temperature is 

almost uniform over the domain. As Ra increase, convection is promoted, and isothermal 

contours become more distorted.  

The effects of positioning of the baffle close to the cold right wall on the 

streamline and isotherms are depicted in Fig. 5 for LB=0.75L, HB=0.4H
*
. At low Ra 

value Fig. 5A, and 5C, the flow structure is qualitatively similar to that presented in Fig. 

4A, and 4C, with small vortex behind the baffles close to the right cold wall. As Ra 

values increase Fig. 5G, and 5E, a more pronounced thermally stratified zone developed 

in the baffle cold wall region as a compared to the configuration in which the baffle is 

close to the hot wall (Fig. 4G, and 4E). This thermally stratified region prevents the bulk 

of the fluid descending a long the cold wall from penetrating the region. Moreover, to that 

the two vortices appear in the cavity, first is uniform as a circle close to the cold right 

wall and the second is similar to the ellipse shape move up to the left wall.  The above 

described behavior is further exemplified by the isothermal plots presented in Fig. 5 (left 

side). At low Ra stratification effects are small and distribution of isotherms is more or 

less uniform. While as Ra increase, isotherms becomes more distorted and stratification 

effects are promoted. The effects of baffles height on the hydrodynamics and thermal 

fields are presented in Fig. 6 for baffle position LB=0.25L and Ra=10
6
. Streamlines and 

isotherms are displayed for four different baffles height of (HB=0, 0.3H
*
, 0.4H

*
, 0.5H

*
). 

As HB increase, a weaker flow is observed in both the right and left portions of the 

doman, two non-similar clockwise rotating eddies are noticed in Fig. 6C, 6E, and 6G 

with their strength lower than the single vortex flow in the cavity without baffle. For 

highest HB the left vortex is more uniform and dissipated between the baffle and the hot 
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left wall, while the right vortex is move to up and distributed to the weak flow near to the 

cold right wall. Isotherms presented in Fig. 6 (left side) are in accordance with above 

finding and clearly show the decreases in the convection heat transfer through the spread 

of the isotherms. 

For case 2 where the baffles attached upper inclined wall of the cavity, the flow 

pattern and isothermal contours are discussed below. Fig. 7 and Fig. 8 show that for 

LB=0.25L, HB=0.4H
*
 and LB=0.75L, HB=0.4H

*
 respectively. Streamlines in Fig. 7 

indicated that at the lowest Ra (Ra=10
3
), the recirculating flow exhibits two clockwise 

rotating vortices with some communication between them (Fig. 7A). As Ra increase, the 

deformation of the vortices increase, moreover, the increasing Ra values, the eye of the 

vortex in the right hand portion of the domain moves upward and to the left as a result of 

increasing stratification level in the lower right portion of the cavity. Isotherms presented 

in Fig. 7 (left side) reflect the above described flow pattern. At low Ra, variations in 

temperature are almost uniform over the domain, If Ra increase, convection is promoted 

and stratification effects are increased.  The effects of positioning the baffle closer to the 

cold vertical wall on the streamlines and temperature fields are depicted in Fig. 8 for 

LB=0.75L, HB=0.4H
*
. At low Ra values the flow structure is qualitatively similar to the 

previous Fig. 7 but in this case the weak flow region could be show between the baffle 

and the cold right wall. As Ra values increase Fig. 8E, and 8G, stratification levels 

increase and isotherms become more distorted in the baffle cold wall region as compared 

to the configuration in which the baffle is closer to the hot left wall (Fig. 7E, and 7G). 

This indicates stronger convection caused by higher buoyancy effects as a result of the 

longer distance the flow travels before encountering the baffle. Isothermal contours in 

this case are similar to that in Fig. 7 with some difference in shape and behavior of flow 

in the cavity due to increase the position of the baffle from the hot wall. The effects of 

baffles height on the hydrodynamics and thermal fields are presented in Fig. 9 for baffle 

position LB=0.25L and Ra=10
6
. Streamlines and isotherms are similar to that in case 1 

(Fig. 6) but it show weaker flow in both sides of the baffle, more decrease in convection 

heat transfer, and more deformation in streamline and isotherms.  
 

Heat transfer parameter  
  

Local Nusselt number distribution along hot wall is presented in Fig. 10 for case 1 

the Nul levels increase with increasing Ra indications higher convection contribution. If 

the position of baffle is increase the Nul increase because the temperature difference 

along the hot wall is increase for constant Ra expect for Ra=10
6
 because the buoyancy 

effect become more declare and huge. This behavior also shows in case two Fig. 11 with 

small difference in shape of the curve and its values. For low Ra, the Nul is low too 

because the limited of convection heat transfer in this case. Fig. 12 shows the Nul 

distribution along the hot wall for different height baffle and for two cases. Increase HB 

values leads to decrease the Nul because the temperature difference is decrease too. In 

case 2 (Fig. 12 right side) increase height baffle leads to increase the values of Nul  

comparing with its values in case 1 (Fig. 12 left side) due to the location of the baffle in 

the cavity. Fig 13 represents the average Nusselt number distribution according to the 

Rayleigh number for two cases. Figures show that for log scale axis where the relation is 
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linear and if the height of the baffle increase the slope of the curve is increase too, this 

description is applied for two cases.   
 

Maximum stream function (flow strength) 

 The maximum absolute values of the stream function displayed in table 3 for case 

1 (baffle attached the horizontal bottom wall) and to different value of Pr=0.7 and 10. 

Indicated that the flow strength (maximum velocity in the domain) generally increase 

with increasing baffle height and decreasing values of Pr, moreover, the strength of flow 

increase with Ra due to an increase in temperature difference.  Table 4  show that for 

case 2 (baffle attached the upper inclined wall), indicated that the flow strength  generally 

decreases with increasing baffle height and increasing values of Pr due to the increase in 

the fluid viscosity. Moreover the strength of the flow increases with Ra values increase 

due to an increase in temperature difference and consequently in buoyancy forces.   
 

 

Table 3. Maximum absolute values of stream function for baffles attached the 

horizontal bottom wall. 

 

Ra 

Without 

baffles  

Baffles Height  HB 

0.3 H
*
 0.4 H

*
 0.5 H

*
 0.3 H

*
 0.4 H

*
 0.5 H

*
 

LB =0.25 L  LB =0.75 L 

Pr = 0.7  

10
3 

0.2520 0.2277 0.26714 0.3310 0.2535 0.2675 0.3289 

10
4
 1.8887 1.79598 1.9339 2.1504 1.9554 1.9808 2.0804 

10
5
 11.1519 7.2596 7.3242 7.4226 6.7567 6.7617 6.773 

10
6
 15.7261 16.3829 17.6351 19.0268 16.883 16.944 17.123 

Pr = 10 

10
3 

0.0176 0.0156 0.0180 0.0219 0.0178 0.0188 0.02366 

10
4
 0.1394 0.12527 0.1327 0.1437 0.1392 0.1419 0.1519 

10
5
 1.1110 1.2202 1.2854 1.3788 1.3602 1.3793 1.4368 

10
6
 7.6564 7.0533 7.2353 7.7474 7.1792 7.1182 7.4256 

 



Journal of Engineering Volume   16   September   2010 Number 3 
 

 

 5467 

Table 4. Maximum absolute values of stream function for baffles attached the 

inclined upper wall. 
 

 

Ra 

Without 

baffles  

Baffles Height  HB 

0.3 H
*
 0.4 H

*
 0.5 H

*
 0.3 H

*
 0.4 H

*
 0.5 H

*
 

LB =0.25 L  LB =0.75 L 

Pr = 0.7  

10
3 

0.2520 0.1949 0.1935 0.1852 0.2466 0.2451 0.2435 

10
4
 1.8887 1.5714 1.5131 1.4467 1.9469 1.9409 1.9342 

10
5
 11.1519 6.9733 5.9200 4.8871 6.8875 6.8742 6.8690 

10
6
 15.7261 16.1176 14.3799 13.0812 14.9814 13..9628 13.1340 

Pr = 10 

10
3 

0.0176 0.0139 0.0136 0.0135 0.0171 0.0170 0.0168 

10
4
 0.1394 0.1159 0.1143 0.1107 0.1365 0.1356 0.1347 

10
5
 1.1110 1.1179 1.0917 1.0513 1.3398 1.3329 1.3252 

10
6
 7.6564 6.4921 5.6038 5.0103 7.2502 7.3050 7.3016 
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CONCLUSION 

For case 1 results show that, the flow strength generally increasing with 

increasing Ra values, and decreasing values of Pr, while in case 2 the same behavior of 

above could be show except the flow strength decreasing with increasing baffle height.  

Also, increase Ra leads to increase the rate of heat transfer, the configuration of the cavity 

in case 2 leads to increase in heat transfer rate comparing with that in case 1 as shown in 

figures and tables.  
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NOMENCLATURE: 
 

SYMBOLS TITLES UNITS 

a Thermal diffusivity  m/sec
2
 

g Gravitational acceleration  m/sec
2
 

H Cavity height (left vertical wall)  m 

HB Baffle height  m 

H
* 

Height of the cavity at the location of the baffle   m 

J Jacobian ----- 

L Cavity width    m 

LB baffle position   m 

Nu Nusslet number ----- 

Pr Prandtl number (/a) ----- 

Ra Rayleigh number   ( g. ' .(Th - Tc).L
3
/.a) ----- 

T Temperature  C  

t Time sec 

u,v Dimensionless velocity  ----- 

WB Baffle thickness   ----- 

x, y Dimensionless coordinates ----- 

GREEK SYMBOLS 

  Dimensinless temperature ----- 
'  Thermal expansion coefficient  1/K 

 ,,,,  Transformation functions ----- 

 ,  Dimensionless curvilinear coordinates ----- 
  Stream function  ----- 

  Vorticity  ----- 

  Kinematics viscosity m
2
/sec

 

SUBSCRIPTS 
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ave Average  

c Cold wall  

h Hot wall  

l Local  

max Maximum value   

x , y,   ,  Derivative relative to x, y,  , and   respectively.  

SUPERSCRIPT 

  Dimensional form  
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15
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Insulated wall

Insulated wall

Hot
wall

Cold
wall

Fig. 1 Typical cavity with boundary conditions for two cases 

A. Case 1 (baffle attached to the horizontal bottom wall) 

B. Case 2 (baffle attached to the upper inclined wall) 
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Fig. 5 Rayleigh number effect on streamlines (left side) and isothermal 

contours (right side) in the typical cavity for case 1, baffle attached the 

horizontal bottom wall at LB=0.75L, HB=0.4H
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Fig. 6 Baffle height effect on streamlines (left side) and isothermal contours  

(right side) in the typical cavity for case 1, baffle attached the horizontal 

bottom wall at LB=0.25L, Ra=10
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Fig. 7 Rayleigh number effect on streamlines (left side) and isothermal 

contours (right side) in the typical cavity for case 2, baffle attached the 

upper inclined wall at LB=0.25L, HB=0.4H
* 
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Fig. 8 Rayleigh number effect on streamlines (left side) and isothermal 

contours (right side) in the typical cavity for case 2, baffle attached the 

upper inclined wall at LB=0.75L, HB=0.4H
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 Fig. 9 Baffle height effect on streamlines (left side) and isothermal contours 

(right side) in the typical cavity for case 2, baffle attached the upper inclined 

wall at LB=0.25L, Ra=10
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ABSTRACT 

 

In the present work a general dynamic behavior of non return valves subjected to jet 

flow is presented. The differential equations of valve motion and discharge were developed in 

a non-dimensional from, in terms of suitable dimensionless variables and parameters of the 

valve system. 

  The derived equations are coupled nonlinear differential equations. Thus, a computer 

program was developed using a package called (MatLab) to solve these equations. The study 

shows that there are three types of the valve responses depending on the overall hydrostatic 

pressure difference and it is found that the valve vibrating at a constant limit cycle, which is 

leading to the failure of the system. It is also shown that the limit cycle frequency decreases 

with increasing the stiffness parameter and inertia factor. Finally the study shows that the 

losses factor has negligible effect on valve vibration and discharge.      

 
KEY WORDS: - Dynamic, Return valves, Nonlinear equations  

 
 الخلاصة

اشثختج الىاثير ث .ححثج  ايثيي اثثيدحىثج رااةثت الخفثال الثميكيوللي لمفثىيويث العاا ي لثت , في هذا البحثذ

 .بحاكت الفىين و  اييي الىيئع بم لت الىخغلااث العباميتالخيصت 

ج ولثثذلت حثثه بكثثي  بثثااو, اي واثثير ث الحاكثثت والنايثثيي هثثي واثثير ث حثيطثثملت تلثثا لتلثثت وواحبتثثت الخفثثال  

بلكج المااةت اي هكيلت رثعد حثي ث  ةثخنيبت  ".لحل هذه الىاير ث  مريي(  MAT LAB)بـ ىحيةىبلت بيةخخمان وي يسى

و الثذ  يثير  بثمواه الثى  ريبثجحثم   كثم حثارر  وو ثم اي الفثىين يهخث ,الفىين حاخىم  مى فاق الضغط الهييماوةخيحللي 

رر الحم  الزيبج حكتص ب ييرة وايول النسي ة و وايول التفىا الذاحي واي وكذلت بلكج المااةت اي قلىت الخا, فشل الفىين 

 . ذو قلىت  مى اهخ از الفىين وكىلت الناييي حأرلاوايول الخسياة للس له 
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NOMENCLATURE  

                                                                                                                               
Symbol Meaning Units 

a Acceleration                                                                                   m/s
2
 

A Area of the pipe                                                               m
2 

A2 Area of the pipe upstream of valves                                                     m
2
 

A3 Area of vena contract in the valve gap     m
2
 

A4 Area of the pipe downstream of valves m
2
 

Ao Area of the orifice  m
2
 

C Damping  N.s/m 

Cc Valve contraction coefficient  - 

Cd Valve velocity coefficient - 

Cv Valve discharge coefficient  - 

g Gravity acceleration   m/s
2
 

hL Head losses over the length (L)           m 

Iij Inertia of the fluid between any section i-j    m 

k Stiffness    N/m 

K Dimensionless Stiffness  - 

Leq Equivalent pipe length m 

Lij Pipe length over section i-j  m 

Lo Length of jet through valve  m 

P Pressure  N/m
2 

q Discharge             m
3
/s 

Q Dimensionless discharge                                                                                                           - 

r Radius of the pipe  m
2 

t Time      s 

v Velocity            m/s 

w Area of the valve  m
2 

x Valve displacement measured from seat      m 

X Dimensionless Valve displacement  - 

xo  Valve initial ( no load ) opening  m 

Xo Dimensionless Valve initial opening  - 
                

 

Greek Symbols 

 
Symbol Meaning Unit 

Ψ Overall losses coefficient  - 

Α Dimensionless inertia factor  - 

αο Dimensionless inertia factor of the jet  - 

μ Dimensionless mass ratio  - 

 Dimensionless time  - 

ο Shear on the pipe wall     N/m 

 Damping factor  - 

 Dimensionless downstream pipe area  - 

 Dimensionless down steam pipe  - 

 Specific weight  - 

 Fluid density  Kg/m
3 

 Reference frequency  - 

Λ Integration factor  - 
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INTRODUCTION 

 

Check or non return valves are widely used in many power or process plants. They are 

unique because in their main mode they operate without receiving any out side help usually 

do not give indication of their setting. Furthermore, they must be reliable and must be able to 

operate for an extended period, thus they must be carefully designed J. W. Hutchison 1976 

.Various types of these valves and their application have been described by Siikonen 1983, in 

the technical research center of Finland, suggested a computational method for the valve 

dynamics. The method consists of a hydraulic part and a five equations model describing 

valve dynamics. These equations are coupled ordinary differential equations. Some important 

parameters for the boundary condition were determined experimentally, such as losses, 

discharge coefficient etc. The hydraulic equations were solved using the method of 

characteristics. The method gives good indication of behavior of non – return valves under 

unsteady flow condition.   

Renold and Soung 1976 examined the hydraulic performance characteristics of large 

diameter titling desk check valves. In particular, design parameters of pressure drop during 

normal operation, maximum permissible flow during valve closure, and maximum hammer 

surge are considered. Equations and coefficients were provided, for evaluation of pressure 

losses, as a function of desk angle and line Reynolds number .A method of calculating fluid 

torques on a moving disk In general, all the design techniques developed are general and can 

be applied to the most check valves design.  

Kubie 1982 studied the performance and design of plug type check valves. Full non-

linear equations of system, which are consisting of pipeline, pumps and check valve, were 

developed Using Newton second law, effect of different parameters such as discharge 

coefficient and inertia was developed. In particular, the work demonstrated that the check 

valves could not be properly designed without having enough information about the system in 

which they are to operate where the valves vary sensible to the system components specially 

inertia effect 

Weaver and Dubi 1978 studied experimentally the flow-induced vibration of a check 

valve with a spring damper to prevent slamming. Both prototype and two- dimensional 

experiments were conducted to develop   an under standing of the mechanism of self-

excitation as will as the phenomenon was studied is considered to be the same as that causing 

vibration in numerous other flow control devices. 

More research is being done and attempts are being made to develop an understanding 

of mechanisms of excitation. However, in many cases it is still necessary to use cut and try 

methods. 

 

MATHEMATICAL MODELING 

 
The basic system considered in the analysis is consisting of check valve, constant 

presser reservoir and connecting pipeline system. The excitation mechanism nature can be 

understood through the physical modeling and flow visualization. Through the physical model 

and flow visualization studies, an understanding of the excitation mechanism was developed. 

Furthermore, it was established that the effect of the unsteady separated flow around the valve 

is not an important part of the mechanism. Thus it was felt that the behavior of the valve 

might to be modeled satisfactory using simple one dimensional fluid mechanism Weaver and 

Ziada 1980. Therefore, the valve can be represented as an orifice with time varying area, in 

general pipeline system as show in Fig .(2). Water hammer occurred on each closure but was 

found to die out before valve recluse and, hence, it is not important phenomenon of the valve 
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Weaver et.al. 1975. Vortex shedding occurred in the wake of valve clapper during each cycle 

but this also played on role in the excitation mechanism Weaver et.al. 1975 . The pressure 

difference between up stream and down stream orifice is the same pressure acting on the up 

and down valve. Dynamic behavior in general pipeline system is influenced by the 

characteristics of rest of the system, especially the fluid inertia effects. 

Referring to Fig.(1), which shows the forces acting on an element in the pipeline 

system, using Newton's second law and remembering that the flow is incompressible fluid 

flow, gives . 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.(1). Forces acting on an element in the pipeline system. 

 
 
  
 

                          (1)

  

 
 
 
Re – arranging eq. (1), and dividing by  = g , A = πr

2
 ,then  

 
                                                                                                                   (2)  

 
Substituting for vdv =1/2 dv

2
, then eq. (2) becomes       

      

      
dt

dv

g

ds

r

ds

g

dvdp o 






2

2

2

                     (3)   

Eq. (3) applies to unsteady flow of both compressible and incompressible real fluid. 

 

For incompressible flow that are considering here γ is constant, so it can be integrate 

directly between point i and j and substituting for the distance between them L, then eq.(3.3) 

becomes:  

dt

dv

g

L

R

L

g

vvpp
Jijijojiji












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2
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                                               (4)      

  amF .
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








dt

dv
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dv
AdsdsrAdppPiA oj  )2()(

dt
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g
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g
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v

r

dsdp o 






2

Fi = Pi A Fj = (Pj+dp)A 

ds 

τo 

τo 

r 

R

Lijo



2
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Where  term represents the head losses (hL) over the length (L), thus the Eq. (4)  

 

becomes: 

 dt

dv

g

L
h

g

vp

g

vp Jij

L

jjii 
22

22

       

                                           (5) 

Eq. (5) is the same as the steady flow equation, with addition of the last term,               which 

is called the accelerative head.  

The head losses term can be expressed in terms of velocity, v, which is defined as: 

                   

                                                                      (6) 

Where: 

    = loss factor 

Substituting for eq.(6) in eq.(5), then 

dt

dq

gA

L

g

v
)φ(

γ

p

g

v

γ

p

J

ijj

ij

jii 
2

1
2

22

      (7) 

 where in general  q = vA 

Equation above is the unsteady Bernoulli equation, where P, , v,     , and q, are the pressure, 

specific weight, mean velocity, turbulent losses factor and discharge respectively. 

Applying eq.(7) between sections 1 & 2 as shown in  Fig.(2) to get the equation of 

motion of the water column in the upper stream pipeline system, thus: 

dt

dv

g

L

g

v
)φ(

γ

p

g

v

γ

p 221

2

2

21

2

2

11

2
1

2



                                              (8) 

   










dt

dv

g

Lij

g

v
h

j

ijL
2

2
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ij
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Fig.( 2). General pipeline system with valve modeled as an orifice 

 
 

Applying Eq.(7) between section 2 & 3 to get equation of motion through the orifice, then  

dt

dq

gA

L

g

vp

g

vp

3

32

2

3

32

3

2

22

2
)1(

2


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

                                                   (9) 

Where: 

L2-3= is the jet length. 

Referring to Fig.( 2), which shows the orifice in the pipeline system, it can be noted 

that the streamlines continue to converge for short distance downstream of the plane of the 

orifice. Hence the minimum-flow area is actually smaller than the area of the orifice. To relate 

area of minimum flow, which is often, called the contracted area of the jet, or vena contract, 

to the area of the orifice Ao, using the contraction coefficient, which is define as:  

oc ACA 3                                                                                                                                                                      

(10)                     

Where: 

Cc: contraction coefficient.  

The velocity beyond the orifice section,v3, can be eliminated by means of the continuity 

equation. Solving eq. (9) for v3, then    





















 

dt

dq

gA

LPP

A

A

g
V

3

3232

2

2

3

2

3

1

2


                                                    ( 11)                           

The discharge, is given by V3A3, or, in terms of eq.(10) & eq.(11) is given by:  




 51
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o
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
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
                                             (12)                                   

Equation (12) describes the discharge for the flow of an incompressible fluid through 

an orifice; however, it is valid for relatively high Reynolds number John et.al. 1990. For low 

and moderate values of Reynolds numbers, viscous effects are signification and, an additional 

coefficient of viscosity must be applied to the discharge equation to relate the ideal flow to the 

actual flow. Thus for viscous fluid flowing through an orifice, the following discharge 

equation can be established: 























 

dt

dq

gA

LPP

A

AC

g
ACq

oc

od

3

3232

2

2

1

2


                                           (13)                                   

Where Cd is the discharge coefficient and it is given by 

Cd = CvCc  

 It is should be noted that the contraction and discharge coefficient in eq. (13) will 

generally depend on valve’s geometry, position and velocity in a way that cannot be 

predicated theoretically Daily   and McCloy .  

 Referring to Fig.(2) and applying eq.(8) between sections 3 and 4 to get the equation 

of motion for the expanding jet, then:- 

 

dt

dq

gA

L

g

vp

g

vp

4

43

2

4

43

4

2

33

2
)1(

2



  
                                                  (14) 

Applying eq.( 8) between sections 3 & 4 , thus: 

dt

dq

gA

L

g

vp

g

vp

5

54

2

5

54

5

2

44

2
)1(

2



  
                                                 (15) 

Equations (14) & (15) represent the equations of motion of water column in the down stream 

pipeline system.  

As the valves dynamic behavior is strongly influence by characteristics of the rest of 

the system, especially the fluid inertia effects Lij, it is useful to include theses in the 

expression for the discharge through the valve. This may be done by substituting for            

(P2-P3)/γ in eq.(13) after assuming that the velocity,V1= V5= 0, thus: 
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      (16) 
               
In this equation and those, which follow, the summation signs for the values of losses and 

interfaces exclude those values of the valve, section 2-3 and this attributed to the fact that 

those coefficients at the valve section are depending on the valve displacement while all 

others are constants.  

Eq. (6) may be substituting for the turbulent losses in terms of losses coefficient, ij, and the 

velocity head in the pipe just downstream of the valve, (V4
2
/2g), thus: 
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                (17) 

 

 

The eq.(17) can be simplified by putting losses coefficients ,ij , in terms of overall 

losses coefficient, ψ, which is define as: 


2

2

4

j

ij

A
A


                                                                               (18) 

Substituting for eq. (18) in eq.(17), then   
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                         (19)                        

Assume (Leq) is the length of pipe, of constant cross section-area A4 that have the same 

inertia effect as the actual pipe. If the pipe consists of section of different cross-sectional area, 

then the equivalent length (Leq) may be defined as: 

 ijijeq ALAL 4                                                                               (20) 



Journal of Engineering Volume   16   September   2010 Number 3 
 

 

 5489 

Therefore it can be simplified the inertia term in Eq.(19) by substituting  eq.(20) and 

substituting for q = A4v4, thus: to get:   
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

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                           (21) 

 
Where: 

ΔH = (P1-P5)/γ, the total pressure drop cross the system and Lo is the length of the jet (L 2-3) 

of area CcAo through the valve orifice. However, it is difficult to estimate the length of this jet 

and in many applications, the inertia of the jet may be neglected in comparison with rest of 

the system.  

Assuming that the valve can be represented by single degree of freedom system [13] 

and it is equation of motion is given by:  

  0
2

2

 Fxxk
dt

dx
C

dt

xd
m o                                                              (22) 

Where: 

m is total effective mass, and C is the system damping including that due to fluid, k is the 

elastic restoring force of the valve, xo is the zero load opening displacement of the valve, and 

F is the dynamic fluid loading on the valve, and it can be determined by integrating the 

dynamic pressure, ∆p, over the surface of the valve:- 

 

 
s

dspF                                       (23) 

where  

s : surface area of the valve. 

∆p : dynamic pressure. 

If the pumping action of the valve is neglected and the dynamic pressure is assumed to 

act uniformly over the upstream and downstream faces of the valve, so that the dynamic load 

is given by:- 

 F = λs(p2-p3)                              (24) 

Where λ is an integration factor depends on the valve geometry and arrangement.  

Substituting eqs.(10, 14, and 15)  for (P2-P3) in eq.(13) and simplifying the resulting equation 

in a manner similar to that followed for simplifying eq.(21), and assuming that V1=V5=0, thus 
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Where π is the fluid density  
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For the purpose of analysis it is convenient to represent eq.(21) and eq.(22) in terms of 

dimensionless form. In addition for most flow control devices operating at small opening, the 

flow area is linearly related to the valve displacement, thus the dynamic discharge equation 

and the valve displacement   (for more details see Appendix A) are given by:-   
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It should be noted that the discharge (Q) and the inertia factor (αo) represent the dynamic 

effects and approach zero faster than the displacement X and are equal to zero when the valve 

is closed. 

 
- RESULTS & DISCUSSION 

 

The governing differential equations obtained in the present study are coupled non-

linear differential equations in terms of valve discharge and displacement and until this time 

there is no way to be solved analytically. Thus, a numerical solution was adopted to obtain the 

solution for displacement and discharge. For this purpose computer simulation programs are 

developed using a package which is called MAT LAB. The flow chart of the program is 

shown in appendix (B). The general results are presented below for the most instructive and 

interesting cases. Also, for the purpose of comparison, the present results are compared 

quantitatively with the experimental data for specific case of a swing check valve. 

In parametric study, the valve and discharge contraction coefficients are assumed 

constant, because there is no way to predict their variation with accelerating and decelerating 

flows or as a function of the valve motion.  

The computations were executed show that there are three types of response 

depending on the overall hydrostatic pressure difference across the valve:  

1- The valve undergo small damped oscillations and come to rest at an opening for which 

the static pressure drop across the valve is balanced by the valve elastic restraint. This 

occurs for (ΔP≤2.6). 

2- The valve closes for several times and come to rest in a closed position. This occurs 

for (ΔP≥40).  

3- The valve oscillates at a limit cycle of constant amplitude. This occurs for (2.6 

≤ΔP≤40). 

The latter case will be carefully discussed because it represents greatest insight into the 

system's behavior. Also, such results offer the possibility of comparison with experimental 

observations of vibrating structures. 

 The numerical values of the system parameters adopted in the present study are of 

typical values and are shown in table (1). 
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Table (4.1). Dimensionless parameters of the system. 

value symbol Parameter 

0.9 K Stiffness 

0.5 X0 Initial opening 

26.7 ΔΡ Pressure difference 

0.45 ξ Damping factor 

1372 α Inertia factor 

40 ψ Losses factor 

0.032 μ Mass ratio 

4.64 η Area ratio 

0.85 Cd Discharge coefficient 

0.8 Cc Contraction coefficient 

 
- EFFECT OF STIFFNESS PARAMETER (K)  

            

Figs (3), (4), and (5) show the variation of the valve displacement against the 

dimensionless time for different values of stiffness parameter and hydrostatic pressure 

difference. 

 It can be see that for low hydrostatic pressure difference (ΔP=1.8)  the increase in 

stiffness leads to increase in the maximum overshoot. In control system the over shoot must 

be not exceeding 20 percent for design specification Weaver and Dubi [5], this makes the 

stiffness more than 0.9 unacceptable for the valve application. For high hydrostatic pressure 

difference (Δp=42.6) the valve opens for a several time and closed and remains closed. In this 

case, the increase in stiffness only increases the amplitude. For intermediate hydrostatic 

pressure difference (Δp=26.7), the behavior is similar to that observed in both the prototype 

valve model experiments reported by Weaver and Dubi [5]. 

 Further insight is obtained by examining the discharge variation as a function of the 

valve displacement as shown in Fig (6). The plot is similar to the experimental curve reported 

by [6] and show that the maximum discharge occurs after the valve has reached its maximum 

opening.  

 

- EFFECT OF INERTIA FACTOR (Α)  

    

Figs.(7), (8) and (9) show the variation  of the displacement against dimensionless 

time for different values of inertia factor and  hydrostatic pressure difference . Whereas Fig. 

(7) shows that the increase in inertia factor has no effect on the amplitude of oscillation for 

low hydrostatic pressure difference (Δp=1.8), the effect only appears at small inertia on the 

final rest of the valve. While, Figs. (8) and (9) show there are no effect of inertia factor on the 

amplitude at moderate and high hydrostatic pressure differences.  

It also has been shown in Fig.(10) that for intermediate hydrostatic pressure difference 

the flow reaches its maximum discharge very shortly after the valve reaches its maximum 

displacement for small fluid inertia. Significantly, the discharge also reduces much more 

gradually during closure so that the rate of change of discharge and dynamic pressure is 

considerably reduced. This resulting in that the valve oscillates at a higher frequency (near its 

natural frequency) and the motion is much more nearly simple harmonic motion. 
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 EXPERIMENTAL VERIFICATION OF MODEL 

 

Figs (11-a) and (11-b) show comparison of the theoretical predications with 

experimental results of limit cycle amplitude and frequency respectively. The spring stiffness 

and the frequency has been normalized with respect to the natural frequency of the valve in 

quiescent fluid in order to emphasize that these self-excited vibrations do not generally occur 

at the structural natural frequency. 

While the results of the foregoing section shown that the displacement and discharge 

characteristics agree qualitatively with experimental observation, these curves demonstrate 

that the quantitative agreement is reasonable as well. Apparently, the theory underestimates 

the limit cycle amplitude by about 20 percent while overestimating the frequency by similar 

amount. It is thought that the difference is primarily due to the assumption of constant 

discharge coefficient.  

 

- CONCLUSIONS 

 

The main conclusions can be summarized as follows: 

 A theoretical model has been derived for self-excited vibrations of valves subject to 

the jet flow mechanism of instability is sufficiently  general that it is considered 

applicable to a large variety of flow control devices operating at small openings. 

 When the valve is considered to be elastically restrained by support stiffness K at 

small initial opening (zero hydrodynamic load), its response to some disturbance can 

be classified into a three categories: 

o It may undergo small damped oscillation and come to rest at an opening for 

which the static pressure drop across the valve is balanced by the valves elastic 

restraint. Such behavior is dynamically stable and is the desired response for 

flow control structures. 

o It may open, perhaps bounce several times, and come to rest in a closed 

position.  

o Valve may repeatedly open and close again and thus oscillate at some constant 

limit cycle amplitude. This represents a dynamically unstable system. 

 3 -Motion of the flow control device is far from simple harmonic and the discharge 

does not reach its maximum value until the valve has completely opened.  

 4 -Numerical results show that for systems in which the discharge variations are large 

and the fluid inertia is significant the system behaviors highly nonlinear. 

 5 -For the systems which have little fluid inertia the self-excited motion is more nearly 

simple harmonic and a much simpler analysis may be applicable. 
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Fig.(5) Effect of stiffness variation on valve displacement at (Δp=26.7). 
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Fig.(4) Effect of stiffness variation on valve displacement,(Δp=42.6). 
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Fig.(7) Effect of inertia factor variation   on valve displacement at (Δp=1.8). 

Fig.(6) Effect of stiffness  on  valve dynamic  discharge at  (Δp=26.7). 
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Fig.(8) Effect of inertia factor variation on valve displacement at (Δp=42.6). 

Fig.(9) Effect of inertia factor variation   on valve displacement at (Δp=26.7). 
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Fig.(10) Effect of inertia factor on  valve dynamic discharge at (Δp=26.7). 
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Fig.(11). Comparison between  theoretical and experimental results for 

              a swing check valve. 
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APPENDIX  (A) 

In addition, for most flow control device operating at small opening, the flow area is 

linearly related to the valve displacement, thus: 

 Wx  Ao                                                                                                                  (A.1) 

Where: 

W: area of the valve and x is valve displacement. 

Consequently, the following dimensionless parameters are defined by:    

Damping                               


 2m

c


                                                           

Frequency                              m

k r2 
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(A.2) 
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The dynamic discharge equation (23) is given in terms of dimensionless parameters and 

displacement, by substituting Eqs. (A.1) and (A.2) thus: 

 
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Multiplying and dividing Eq.(A.3) by (λωd), then: 
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Or  

 

 

     

  







































































d

dq

WXdC

LA
L

dA

d

q

WXdC

A

Ad

PP

d

A

WXdC

WXdC
q

c

o

eq

c

c

d

4

22

4

2

2

2

2

4

22

4

2

51

2

2

2

2

112

1

          (A.5) 

Substituting Eq.(A.2), in Eq.(A.5), and dividing by (A4ωπ),then:  
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In order to obtain the valve equation of motion (displacement) in terms of dimensionless 

parameter using Eqs. (A.2) and (A.6) then Eq. (22) becomes:- 
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Where ΔΡ* is given by 
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APPENDIX ( B) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.(B.1).   Flow chart of computer simulation program. 
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SEPARATION OF OIL FROM O/W EMULSION BY 

ELECTROFLOTATION TECHNIQUE 

 

Ahmed A.Mohammed,Ali Jassim Mohammed Al-Gurany 

Environmental Engineering Department, College of Engineering, University of Baghdad, 

 

ABSRACT 

 

     Dilute emulsified oil in water (50-500 ppm) was removed by electrocoagulatin and 

electroflotation process. Effects of various parameters such as current density, initial pH, sodium 

chloride concentration, different electrodes material, gap, temperature, electrodes surface area, and 

treatment time on the removal efficiency were studied in batch and continuous mode.It was found 

that the higher removal efficiency (99%) achieved at pH of 7.5 for Al/Al electrodes while for iron 

electrodes at pH 8 in the batch mode. 

    The removal efficiency increased and the treatment time decreased with increasing the current 

density and decreasing the gap distance between electrodes. 

 The removal efficiency was (99%) at 10 min for Al/Al electrodes, (98.6%) at 12 min for Al/St.St. 

electrodes, and (97.4%) at 12 min for Fe/St.St. electrodes. 

   The present results showed that the best temperature was 60ºC .The best concentration of sodium 

chloride was found to be (400 ppm) when the oil concentration was (500 ppm). Also it was found 

that a vertical Al/Al electrode was the best type with an electrical energy consuming (3.36 

kWh/m
3
). 

   In the continuous experiments, the removal efficiency enhanced with increasing flow rate. A 

multiple linear regression model was used in order to relate experimental data to a statistical model 

with a correlation coefficient of (0.909) and variance (0.827). 

 

KEYWORDS: emulsion, electroflotation, separation   

 

 الخلاصة

تت   رااةتا تتت عدي متغي ال دتياك افت   ف  تتا .  صت  طرييةتا اللرفيتتك الائيطت  ل  (ppm 500-50)الزيت  الستتلب ف  تل الست   .  

وزاتا ,الستت  ا طتدا الاقرت ب ,الستت ةا التتربدا ,راجا البيااي,نفمدا الاقر ب ,تي دز   فايغ الصفريفم,لا الب اضدا الغا,اللد ا

لاقرت ب ( pH=7.5)وطغالا ة اضدا ( %99)واا اللج اب وجغ ان ام ى  ف  ي . السع لجا م ى  ف  ي ازلا الزي  وط ة فب الفجبا

Al/Al    اا  ط لنتبا لاقر بFe/St.St غا  تافن الغالا الب اضدا هل من(pH=8 .) 

وقغ تبدا ان  ف  ي الازالا تزرار وزاا السع جا ية  طزي ري  ف  ا اللد ا الائيطت  ل   تل ةتدا منتغ زيت ري الستت  ا طتدا الاقرت ب يت ر  

( min 10)طتزاا ( %99)الستلبصت ا  بييتا  الافت  ي ا ختل  النلت  ا الس لاتو .الى نةص ن  ف  ي الازلا ات  زيت ري زاتا السع لجتا

تاتتفن الافتت  ي .Fe/St.St وااتت  اقرتت ب .Al/St.St ط لنتتتبا لاقرتت ب  (  min 12)وزاتتا  (%98.6)و فتت  ي  Al/Alلاقرتت ب 

 (.min 12)وزاا ( 97.4%)
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ونتتلنلا اتا اللجت اب الس لبييتا ان ( .ppm 400)ضت  تي دتز لس تل   فايتغ الصتفريفم هتف وأ( ºC 60)أ ض  راجا ةيااي هل 

kWh/m 3.36)العسفريا هل الا ض  ط ةنئلك ل ر قا الائيط  دا طسةغاا  Al/Alاقر ب 
3

.) 

السلعتغر ل نلت  ا الس لبييتا تت  ايجت ر اع رلتا   للخرتل اتا ختل  اةلتت ب الانبتغاا ا.ان  ف  ي الازالا تلبتا ا  زي ري الجيي نوجغ 

 .(%82.7)وتب يا   (%90.9)تيطط    ا السل دياك السغاوةا وطسع ا  تصبدل 

INTRODUCTION 

 

   Oily wastewater has remained problematic in various industries four decades. The major 

industrial sources of oily wastewater include petroleum refining, metals manufacturing, and food 

processing. This wastewater contains lubricating oil, grinding oils, cutting oils, and coolant oil–

water emulsions with a possible soluble and emulsified oil content that varies from 100 to 5000 

mg/l (Yang, 2006).  

     Types of oil-water mixture may be classified as oil and grease present as free oil, dispersed oil, 

emulsified oil or dissolved oil. Free oil is usually characterized by an oil-water mixture with 

droplets greater than or equal to 150 microns in size while a dispersed oil mixture has a droplet size 

range between 20 and 150 microns, and an emulsified oil mixture have droplet sizes smaller than 20 

microns. Wastewater with an oil-water mixture where the oil is said to be soluble is a liquid where 

oil is not present in the form of droplets (the oil particle size would be typically less than 5 microns) 

(Rhee et al., 1985). 
 
SOURCES OF OIL AND GREASE IN OILY WASTEWATER 

 

    Petroleum refining and oil re-refining, used oil and re-refining operation, from fractions oil and 

primary distillation through final treatment, contains various oils and organosulfur compounds in 

their wastewaters. Crude oil producing facilities emulsified of wastewater from oil field operations 

may contain drilling muds, brine, free and emulsified oil, tank-bottom sludge and natural gas. Many 

oil-bearing beds have brine-bearing formations. Oil and gas must then be separated from the 

wastewater; this wastewater is typically a brine waste containing some oil contamination and must 

be disposed (Rhee et al., 1985).  

 

CONVENTIONAL METHODS OF TREATING OILY WASTEWATER 

 

    The treatment of oily wastewater has been addressed by different techniques; the most commonly 

used are the physical methods include heating, centrifugation, precoat filtration, ultrafiltration, and 

membrane process. ultrafiltration and membrane processes have been actively pursued (Um et al., 

2001; Gryta et al., 2001). 

    The chemical destabilization (conventional coagulation) is used directed toward the 

destabilization of the dispersed oil droplets or the destruction of emulsifying agents present in a first 

stage followed by the removal of the separated oil. This treatment accomplished by addition of 

hydrolyzing metal salts (Fe
3+ 

or Al
3+

) as coagulant reagents, which are still the most widely used 

reagents for demulsification. The process usually consists of rapid mixing of the coagulant with the 

wastewater followed by flocculation and flotation or settling. 

     Currently the treatment of oily wastewater applies a primary treatment to separate the floatable 

oils from the water and emulsified oils. A secondary treatment phase is then required to break the 

oil–water emulsion and separate the remaining oil from the water. Primary treatment takes 

advantage of the differences in the specific gravities of the oils and grease and the water. Then 

subsequently skimmed oils and grease floated from the wastewater surface.                

     Dissolved-air flotation is another process for the supplemental treatment of oil-water separator 

effluents for reducing oil and suspended solids to low levels. Its success depends on the use of very 

fine air bubbles to increase the rate of suspended particles so they can be floated to the surface for 
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removal. It is, in effect, the opposite of sedimentation. Dissolved-air flotation can be used alone or 

in combination with flocculation (flocculation-flotation) (Canizares et al., 2007). 

 

ELECTROCHEMICAL TECHNOLOGIES FOR WASTEWATER TREATMENT 

 

    Electrochemical technologies have recuperated their importance in the world during the past two 

decades. There are different companies supplying facilities for metal recoveries, treating drinking 

water or process water, treating various wastewaters resulting from tannery, electroplating, dairy, 

textile processing, oil and oil-in-water emulsion, etc. At the present time, electrochemical 

technologies have reached such a state that they are not only comparable with other technologies in 

terms of cost, but also more efficient and compact.  

   The development of design and application of electrochemical technologies in water and 

wastewater treatment have been focused particularly to some technologies such as electroflotation, 

electrocoagulation, and electrooxidation.                                                                                               

    This new rise of electrochemical has also been due to the relative reduction in the operation and 

investment costs. The electrochemical has the potential to be competitive with respect to both 

economical and environmental criteria for treatment of wastewater and other related water 

management issues (Saur et al., 1996; Hosny, 1992; Mollah et al., 2001; Chen et al., 2002). 

 

EXPERIMENTAL WORK AND PROCEDURE 

   This paper contains description of apparatus, materials and analysis measurement methods of oil 

emulsion which were used in the test of experimental work. 

   The experimental work was performed in two parts (batchwise and continuous) for the treatment 

of emulsified oil. The effect of oil concentration, electrode type, gape, pH, NaCl concentration, 

applied potential, surface area and treatment time were studied.  

 

EQUIPMENTS AND APPARATUS 

 

    The following measuring devices were used in experiments  

 Digital pH meter, model orion 3star, thermo electron, USA. 

 Combo meter, model combo (Conductivity/TDS/Temp.), HM Digital, Korea, with a range 

(0-9990 µS/cm), Temp. =0-80 ºC. 

 Power supply, Iraqi model VS/CS 25A, 35 V, Iraq. 

 Blender mixer, AL-Arabi blender MX-5200, Egypt. 

 Ultraviolet spectrophotometer (model GENESYS
TM

 10 spectrophotometers; thermo), USA. 

 Dosing pump ,H.R. flow inducer ,Watson –Marlow limited ,England  

 Electrical balance, Sartorius, digital indicator with capacity (210gm). 

 Beaker, pipettes of various size. 

 Electrical heater, power= 100 w, china. 

 

O/W EMULSIONS PREPARATION  

 

    The oily phase of the emulsion is prepared from using a common lubricant oil (Babel-40 

provided by AL-Doura refinery, Iraq), and an emulsifying agent (R.T.K. provided by BRB CO., 

UK), 0.5 gm oil and 0.12 gm emulsifying agent mixed together in separate beakers, to prepared 500 

ppm of emulsified oil then stirred until a homogenous liquid was obtained. The salt content of the 

emulsion was adjusted by adding a suitable amount of sodium chloride solution which prepared 

separately by dissolving 0.2 gm of NaCl in 1 liter of distilled water. Conductivity of Sodium 
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chloride (NaCl) solution was measured by combo meter to achieve a conductivity of (up to 452 

µS/cm). Then the contents of the two beakers were mixed and stirred by using blender mixer to 

obtain the oil emulsion desired.  

 

BATCH EXPERIMENTS  

 

   The experiments were carried out in batch laboratory electroflotation cell (Fig.1-a) a glass cell of 

internal size 12 cm × 12 cm × 30 cm (width × length ×height) with an effective volume of 4L. It is 

provided with two electrodes: aluminum or iron as anode and stainless steel as cathode. In the 

electroflotation cell configuration, the monopolar aluminum or iron plate electrodes were used. The 

spacing between electrodes varies from 1-4 cm. whereas, the oil emulsion batch 3L for each 

experiment we used. Electrodes were placed in the oil emulsion and connected to terminals of a DC 

Power Supply. The voltage and current flowing through the cell were measured with a multimeter. 

The emulsion was maintained at the desired temperature by portable immersed heater.  Samples 

were taken from the cell using a pipette tube to avoid passivation of the electrodes, the 

electrochemical cell and electrodes were entirely cleaned after each experiment with detergent and 

ethanol. All experiments were carried out at room temperature near 30ºC. pH of the emulsion was 

adjusted at the desired value by adding 1M (NaOH or H2SO4) . pH meter  was used to measure the 

pH value. While conductivity of emulsion was measure using Combo meter. The same procedure 

applied in batch mode was applied in continuous experiments.  

 

CONTINUOUS EXPERIMENTS  

 

    In continuous experiments, the electroflotation cells with a total volume of 3.5 liters are shown in 

(Fig.1-b). It is divided into two compartments. The first size of compartment is (9cm×12 cm × 30 

cm) which provided with two electrodes. This compartment receives the influent from a hold 

conical flask by a dosing pump. The size second compartment is (9 cm× 12 cm × 9 cm) which 

received the effluent and undergoes to settling of the suspended solids .The bubbles formed at 

electrodes and effluent are in co-current movement. Electrodes were connected to terminals of a DC 

Power Supply. Multimeter was used to measure the current passing through the circuit and the 

applied potential, respectively. The pH values in the cell were measured using a pH meter and 

adjusting pH of emulsion by 1M (NaOH or H2SO4).while, the conductivity of emulsion was 

measured using Combo meter. 

 

 
                                 (a)                                                                (b) 

Fig.(1): Schematic diagram of batch and continuous experimental. 

 

(a) batch mode, (b) continuous mode 
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RESULTS AND DISCUSSION 

 

    This research is mainly focused on the electrocoagulatin treatment of emulsified oil. The effects 

of: initial pH, initial oil concentration, temperature, NaCl concentration, electrodes type, surface 

area, applied potential and treatment time value were studied to evaluate the EC progress. The oil 

removal efficiency was estimated from experimental tests for all electrodes types. Two parts were 

used during electroflotation treatment: 

 (i) Batch experiments. 

 (ii) Continuous experiments. 

   

BATCH EXPERIMENTS  

 

- Effect of applied potential  

    The variation of removal efficiency and energy consumption with time for different applied 

potentials are shown in figs.(2 and 3) from these figures it can be seen that both the energy 

consumption and the removal efficiency increase with increasing applied potential (5V- 35V). This 

can be explained by the fact that with an increased in the current density, the aluminum production 

on both anode and cathode increased resulted in an increased in the floc production in the solution 

.in addition bubbles density increases and their size decreases resulting in both greater upward 

momentum flux and increased mixing. Therefore, the highest removal efficiency 98.2% with lowest 

electrolysis time (28 min) at applied potential 35V by using horizontal (A/Al) electrodes was 

achieved.  

 

 
 

Fig.(2)Variation of oil removal efficiency             Fig.(3)Variation of energy consumption with  

with different applied potential (Horizontal Al/Al       different applied potential (Horizontal Al/A 

electrodes, [oil] =500 ppm, [NaCl] =200 ppm,            electrodes, [oil] =500 ppm, [NaCl] =200 ppm,  

 gap=1 cm,30ºC, AAA=182.47cm
2 

).                           gap=1 cm,30ºC, AAA=182.47cm
2 

). 

  

- Effect of initial pH 

    pH is an important parameter in chemical and electrochemical coagulation. The effect of pH on 

the removal efficiency is plotted in fig.(4). Adjusting the pH in the range (3.5-8.5) using 1M (NaOH 

or H2SO4) and applying 35V, this figure shows the removal efficiency as a function of treatment 

time at different initial oil emulsion pH values. The higher oil removal efficiency (98.2-98.3%) 

attained in the pH range of (3.5–8.5). The pH effect in the removal efficiency is very significant in 

pH 7.5 (98.2%) with electrolysis time 28 min and energy consumption of 4.19 kW/m
3
. While for 

the other values of pH the time required to achieve the same removal efficiency increased in the 
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range (46-62 min) in the acidic medium and about (40 min) at pH 8.5. With increasing the treatment 

time (28-62 min) the electrical energy consumption increased from (0.93 -8.19 kWh/m
3
), this is 

shown in fig.(5) by plotting energy consumption against time at different initial pH. It is that 

increasing pH from acidic to neutral values lead to stands for the whole oil droplets/precipitate 

particles system. This behavior can be explained in terms of the charge reversal of the aluminum 

hydroxide precipitates from positive to negative, for pH values over 8. These negative charges 

produce repulsion forces between the oil droplets (negatively charged) and the particles of 

precipitate, and consequently avoid the attachment of more than one droplet to a particle of 

precipitate, and the subsequent coalescence of the droplets, causing therefore increase time of oil 

removal efficiency. 

 

 
 

Fig.(4) Variation of oil removal efficiency with   Fig.(5) Variation of energy consumption with  

different pH (Horizontal Al/Al electrodes, 35 V,      different pH (Horizontal Al/Al electrodes, 35 V, 

 [oil] =500 ppm, [NaCl] =200 ppm, gap=1 cm          [oil] =500 ppm, [NaCl] =200 ppm, gap=1 cm 

,30ºC, AAA=182.47 cm
2
).                                         ,30ºC, AAA=182.47 cm

2
). 

 

-Effect of initial oil concentration    

  

    The removal efficiency of emulsified oil at various initial oil concentration (50-500ppm) with 

different electrodes direction are shown in figs.(6 and 7).In the case of horizontal (Al/Al)electrodes, 

figure(4.5) the time required to achieved the higher removal efficiency (98.2%) increased from (16-

28 min ) with increasing initial oil concentration from (50 -500 ppm).while vertical (Al/Al) 

electrodes  had a better removal efficiency (98.6%) achieved at time 10 min for initial concentration 

(300 ppm). From the two figures below it can be seen that the electrodes direction effect on time 

and removal efficiency. 
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Fig.(6)Variation of oil removal efficiency with    Fig.(7)Variation of oil removal efficiency with 

different oil concentration (horizontal Al/Al            different oil concentration (horizontal Al/Al 

electrodes, 35V, gap=1cm, pH=7.5, 30 ºC,               electrodes, 35V, gap=1cm, pH=7.5, 30 ºC, 

AAA=182.47 cm
2
).                                                   AAA=182.47 cm

2
). 

 

-Effect of initial temperature  

 

    The effect of the electroflotation cell temperature on the oil removal efficiency is shown in 

fig.(8).The removal efficiency showed a tendency to increase with an increase in temperature. The 

higher removal efficiency (98.8%) achieved when the solution temperature 60ºC with treatment 

time 9 min. An increase in the temperature resulted a decrease in the oil emulsion stability due to an 

increase in the adsorption rate, because the Van der Waals forces and Brownian motion increase 

and decrease the viscosity of the continuous phase film. This would contribute to increase 

coalescence rate, through an increased probability of film rupture (Becher, 1966). 

 

 
 

Fig.(8) Variation of oil removal efficiency with different temperature 

(Horizontal Al/Al electrodes, 35V,[oil] =500 ppm, [NaCl] =200ppm, 

gap=1 cm, pH=7.5, AAA=182.47 cm
2
). 
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 -Effect of sodium chloride concentration 

 

    Sodium chloride concentration was varied to evaluate the impact of solution conductivity on 

electrocoagulation. Figure(9) shows the relationship between sodium chloride concentration and 

removal efficiency with time. From this figure it can be seen that increasing sodium chloride 

concentration (50-400 ppm) leads to an increase in the removal efficiency with decreasing in 

treatment time required to achieve the highest removal percent. When using 50 ppm NaCl, the 

maximum removal efficiency achieved (98%) at time 13 min. while increasing the NaCl 

concentration to 400ppm resulted in 98.9% removal efficiency at 7 min. This means that the time 

decreased as the solution conductivity increases. 

    The increase in the oil removal efficiency attributed to a change in the ionic strength due to 

changing conductivity of the emulsion medium. Ionic strength affects on the oil emulsion 

destabilizing which occurring between charged species and oil droplets during EC. 

    The relationship between solution conductivity and energy consumptions is plotted in fig.(10). 

From this figure it can be concluded that the energy consumption increases from 1.99 to 4.12 

kWh/m
3
 with increasing conductivity.  

 

 
 

Fig.(9) Variation of oil removal efficiency with     Fig.(10) Variation of energy consumption with 

different NaCl concentration(vertical Al/Al              different NaCl concentration(vertical Al/Al 

 electrodes, 35V,[oil] =500 ppm,gap=1cm,            electrodes, 35V,[oil] =500 ppm,gap=1cm, 

pH=7.5,60 ºC,AAA=182.47 cm
2
).                        pH=7.5,60 ºC,AAA=182.47 cm

2
).  

 

-Effect of electrodes surface area with different gap 

 

    Three electrodes types with two different sizes are used to investigate the effect of electrode size 

and gap between electrodes on the removal efficiency. The results are shown in fig.(11 and 12) for 

(Al/Al) electrodes. It can be observed that increasing the active area from (182.217 -273.12 cm
2
) 

enhanced the removal efficiency and reducing the treatment time required. 
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Fig.(11)Variation of oil removal efficiency         Fig.(12)Variation of oil removal efficiency  

with gap (Vertical Al/Al electrodes, 35V               with gap (Vertical Al/Al electrodes, 35V, 

,[oil] =500 ppm,[NaCl]=200 ppm,pH=7.5,             [oil] =500 ppm,[NaCl]=200 ppm,pH=7.5, 

30ºC,AAA= 182.47 cm
2
).                                        30ºC,AAA=273.12 cm

2
). 

 

 

-Effect of electrodes material and current density  

 

      The influence of different electrodes type and current density on oil removal efficiency are 

shown in fig(13). The optimum electrode type is the vertical (Al/Al) electrode which achieved 99% 

removal efficiency in 10 minutes and   current density (6.33 mA/cm
2
). 

    This is ascribed to the fact that at Al/Al electrodes under higher applied potential the amount of 

aluminum oxidized increased, resulting in a greater amount aluminum hydroxide. In addition, it was 

demonstrated that bubble density increases, and their size decreases with increasing current density 

for same electrodes type, resulting in a greater upwards flux and a faster removal of oil. As the 

current density decreased, the time needed to achieve similar efficiencies increased and the results 

of this research confirm this fact.  

 

The amount of metal released with different electrodes gap is shown in fig.(14),from this figure it 

can be seen that the amount of metal released depend on the gap and time. Cell with Al/Al 

electrodes release an amount much than that in the Al/St.St.. 
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Fig.(13) Variation of oil removal  efficiency  with          Fig.(14) Variation of oil removal  efficiency   

electrodes type(Vertical (Al/Al) 35V, 30 ºC,                with gap (Vertical (Al/Al) 35V, 30 ºC, 

[oil] =500 ppm,gap=1cm,[NaCl]=200ppm,).              [oil] =500 ppm,gap=1cm,[NaCl]=200ppm,).  

 

CONTINUOUS EXPERIMENTS 

  

Effect of liquid flow rate 

 

    The effect of liquid flow rate on the electrocoagulatin efficiency of emulsified oil has been 

investigated. The relationship between oil removal at different flow rates for (Al/Al), (Al/St.St.), 

and (Fe/St.St.) electrodes are plotted in fig.(15~17).from those figures it can be seen that the 

removal efficiency increased with increasing solution flow rate. This result could be explained by 

the fact that more steady convection allowed by higher flow rates are  to improve the rates of 

transport and transfer phenomena of the various species in the electrochemical cell. In addition, 

higher flow velocity induce a greater number of collisions between the particle of Al(OH)3(s) and 

the destabilized oil droplets, thus improving the flocculation. 

However, it is observed that the flow rate effect on the oil removal was more significant for the 

highest values when using (Al/Al) electrodes in (fig.15). This exhibit the effect of: (i) the anode and 

cathode dissolution, forming Al
3+

 and allowing coagulation, (ii) the transfer phenomena by 

convective diffusion, and (iii) the flocculation phenomena. However, the influence of the flow rate 

on the oil removal was more significant at high current densities. From these figures it was found 

that the highest removal efficiency (99%) after 11 min electrolysis time and 10.58 mA/cm
2 

current 

density is achieved by higher flow rate (0.15 l/min),while for (Al/St.St.) electrodes fig.(16) the 

highest removal efficiency 98.6% after 16 min electrolysis time and 5.6 mA/cm
2
 current density is 

achieved at higher flow rates( 0.15 l/min),and for (Fe/St.St.) electrodes fig.(17) the highest removal 

efficiency 96.2 % after 26 min electrolysis time and 7.51 mA/cm
2
 current density. 
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Fig.(15) Variation of oil removal  efficiency           Fig.(15) Variation of oil removal  efficiency with 

different flow rate (Vertical Al/Al electrodes,   different flow rate(Vertical (Al/St.St. electrodes 

35V,[oil] =500 ppm,[NaCl]=200ppm, pH=7.5,           35V,[oil] =500 ppm,[NaCl]=200ppm, pH=7.5,         

30 ºC, AAA=273.12 cm
2
).                                          30 ºC, AAA=273.12 cm

2
). 

 

 
 

Fig.(17) Variation of oil removal  efficiency  with different flow rate 

(Vertical (Fe/St.St.) electrodes, 35V,[oil] =500 ppm,[NaCl]=200ppm, 

pH=8,30 ºC, AAA =271.44 cm
2
). 

 

 CONCLUSIONS 

    The demulsification of oil in water was achieved by electrocoagulatin and the results can be 

summarized as follows;- 

 

 An aluminum electrode was preferable for electrical demulsification due to higher oil 

removal efficiency (99%) than iron electrodes which reached a maximum removal 

efficiency of (97.4%). 

 The effects of the current density on oil removal efficiencies, for aluminum and iron 

electrode materials. The current densities are in favor of both removal efficiencies for both 

electrode materials between (4.86-6.33 mA/cm
2
).the higher efficiencies are obtained (99%) 

with aluminum and (97.4%) with iron electrodes. 
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 It is possible to achieved (99%) removal efficiency using a current density of (1.78 mA/cm
2
) 

with an energy consumption of (6.37 kWh/m
3
) with (Al/Al) electrodes. 

 The optimum temperature was 60ºC for vertical Al/Al electrodes, the removal efficiency 

reached (98.8%) at 9 min. 

 The smaller electrodes gap (1cm) resulted in higher removal efficiency at lowest time due to 

a higher consumed of the electrode.  

 With regard to pH, the treatment time increased with decreasing the pH or increasing it 

above 7.5. The optimum pH was 7.5 for aluminum electrodes.        

 With increasing volumetric flow rate (0.042 - 0.15 l/min) the removal efficiency increased 

in the range (96.3 - 99%). 

 The presence of sodium chloride enhances the oil removal efficiency and 

 decrease treatment time. 

 The best equation which represents the experimental values is obtained  

 with a correlation coefficient of 90.9% and variance 82.7%. 

 

R%=98.05211*X1
-0.00561

*X2
-0.00182

X3
-0.00182

*X4
0.00364

*X5
-0.00491

*X6
0.00247 

  

 

NOMENCLATURE 

R%=percentage of oil removal efficiency. 

X1=pH. 

X2=gap(cm). 

X3=current density (mA/cm2). 

X4= temperature (ºC). 

X5= treatment time (min). 

X6=oil concentration (ppm). 

 

ABBREVIATION 

AAA=Active anode area 

Al=Aluminum electrodes 

Fe=Iron electrodes 

St.St.=Stainless steel 
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ABSTRACT 
Vibration of base isolated machine foundations has been studied using the Scaled 

Boundary Finite Element Method (SBFEM) and the cone model method. The 

dynamic stiffness of soil supporting rigid massless foundation was determined. This 

stiffness is of complex value. The real part represents the reflected energy of the 

restoring and inertial forces while the imaginary part represents the energy dissipated 

within the endless extent of the soil as a geometric damping. The effect of geometric 

and material properties of soil upon the real and imaginary parts of the dynamic 

stiffness was determined and represented in terms of dimensionless charts for the 

frequency range of interest. Results have shown that increasing the embedment ratio 

has a significant effect on the dynamic stiffness, it increases the dynamic stiffness 

considerably. The effect of stiffness ratio(stiffness of isolator/ stiffness of soil) was 

demonstrated for isolated machine foundations. The use of soft isolators reduces the 

dynamic response of foundation and the soil reaction. 

 

 الخلاصة

الااتمةاسليقي ااسلبح نللااقلبحا يييااسلبحا ااةة ل,لألاهتاازبزبالبحقاالة حيسلالااالبحالاالوللبحا ز حااسليتناال البحث اا 
عنللاقل.لبحا ليلسل ليقي سلبحناا ج لبحامق يالاللا تلالصلالا  لسلبحلالثسلبحةينلايلياسلحتتقثاسلت االبالالا

بحان للاسل بحتالالت ال اللال  لسلبحللثسلبحةينلايلياسلجبالةايملا  اة لياااالبحاازقلبح  ي الالانةالليلةاسلبلان  الا
ل.لبحيلةسلبحاتثةة لللالبحاةىلبحلنةلولالحتتقثسللاإقالعلباللالإحىل ضعلبحلل للثينالليااالبحازقلبحميلح

 يا لتاملب تلالصللاالاالل,لتمل للصلتأايقلبحقلالبحةنةللال عاقلبحةلللعتىلال  لسلبحللثسلاعلتغيقلبحتاقةة
لال لقلملتغليقلهجهلبحا لالالاعلبحتاقةةلثللاتمةبملامييالالالثالبحاق نسل ا لاالبحتمايةلحتتقثسلت البال

.لتثايللااللماالالبحةقبلاسلأللبحلالثسلبحةينلايلياسلتازةبةلثزيالة لعااقلبالاالا.للالث ةياسلحااةيلالبحتاقةةلبح اتياس
ااازقل)حةقبلاسلتاأايقلبح ا بزالعتاىلبلالااتالثسلبحةينلايلياسلح لالالتاملبلاتمةبملعاا بزالنلثضاسل ثلالثسلا يناسل

ل.لللللللللل تثيللبللل لق لبح زالتزةبةللتاللةتالنلثسلبحللثس(لاللللثسلبحتقثسللغيق
 

KEY WORDS: machine foundations, dynamic stiffness, wave propagation, scaled  

                       boundary finite element method, cone model, vibration isolation.  
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INTRODUCTION 

The idealization of soil media by means of a conventional finite element method has a 

limitation, since it truncates the soil domain at pre specified artificial boundaries and this 

leads to spurious reflections at the assumed boundaries (Dominguez, 1993). The whole 

concern is to assemble the dynamic stiffness matrix of soil, this matrix is of a complex form 

, and can be  decomposed into real and imaginary parts. The imaginary part corresponds to  

the absorbed energy dissipated in the endless extent of the infinite domain, while the real part 

corresponds to the reflected energy at boundaries. The dissipation of   energy through soil is 

called radiation damping. Radiation condition states that the soil as an infinite media is an 

energy sink. (Wolf,1985). 

The foundations for machines are usually in the form of reinforced concrete blocks. Brick 

finite elements may be used to idealize the block foundations. The soil may be idealized by a 

linear elastic or linear viscoelastic material. 

 

 

REVIEW OF LITERATURE 

Lamb(1904) studied the response of the elastic half space subjected to oscillating vertical 

forces. Thus, he solved the two-dimensional wave propagation problem. In 1936, Reissner 

developed the first analytical solution for the vertically loaded cylindrical disk on an elastic 

half-space. His solution is considered to be the first engineering model. He reached a solution 

by integrating Lamb's solution over a circular area for the center displacement; he assumed a 

state of uniform stress under the footing. Barkan (1962) conducted some plate bearing tests   

to get an equivalent soil spring constant k. From these tests, he prepared tables and empirical 

formulas to easily estimate the design values of the subgrade reaction for several types of soil 

for each possible mode of vibration. In 1965, Lysmer in his doctoral thesis, studied the 

vertical vibration of circular footings by discretizing the circular area into concentric rings 

(Asik, 2001). Wong and Luco (1976) presented an approximate numerical procedure for 

calculation of harmonic force-displacement relationship of rigid foundations of arbitrary 

shape and placed on an elastic half-space.The first Boundary Element Method(BEM) 

application for soil problems was presented by Dominguez in (1978) who applied the BEM to 

compute the dynamic stiffness of rectangular foundations resting on, or embedded in, a 

viscoelastic half-space in frequency domain(Dominguez, 1993). The dynamic stiffness of 

rigid rectangular foundations on the halfspace was determined by (Triantafyllidis, 1986) for 

different aspect ratios of (L/B =1, 2, 5 and 10) and for Poisson's ratio (v =0.25, 0.33 and 

0.40). All modes of vibration were considered and the stiffness and damping coefficients 

were represent in dimensionless charts for dimensionless frequency up to 3.5. (Gazetas et al, 

1985, 1986a, 1986b, 1987, 1989a, 1989b, 1991a, 1991b) treated the subject in a simple 

physical manner based on an improved understanding of the physics of the problem. This has 

been enhanced by the results of the extensive rigorous parametric studies including several 

analytical results compiled from the literature. Mita and Luco (1989) had tabulated 

dimensionless impedance functions and effective input motions of square foundation 

embedded in a uniform half space. Alhussaini (1992) studied the vibration isolation of 

machine foundation using open and in-filled trenches as a wave barriers using boundary 

element method (BEM). Meek and Wolf (1992) used the cone model to idealize homogenous 

soil under base mat, they also used cone model to idealize soil layer on rigid rock.  Asik 

(1993) developed a simplified semi-analytical method, to compute the response of rigid strip 

and circular machine foundations subjected to harmonic excitation. Wolf and Song (1996) 

had developed the scaled boundary finite element method for modeling the unbounded media 

in analysis of DSSI. (Wolf, 1997) developed a spring-dashpot-mass model with frequency-

independent coefficients and a few internal degrees of freedom. Spyrakos and Xu (2004) 



Journal of Engineering Volume   16   September   2010 Number 3 
 

 

 1155 

studied the dynamic response of flexible massive strip foundations embedded in a layered soil 

using coupled FEM/BEM. Chen and Yang (2006) presented a simplified model for 

simulating unbounded soil in the vertical vibration problems of surface foundations. The 

model comprises a mass, a spring, and a dashpot without any internal degree of freedom. 

Kumar and Reddy (2006) investigated experimentally the response of a machine foundation 

subjected to vertical vibration by sandwiching a spring cushioning system between the 

machine base and its footing block.  Kumar and Boora (2008) also examined experimentally 

the effect of two different combinations of a spring mounting base and a rubber pad 

sandwiched between the machine base and its concrete footing block. Using modal analysis 

(Chen and GangHou, 2008) presented a methodology to evaluate dynamic displacements of a 

circular flexible foundation on soil media subjected to vertical vibration. 

 

MATHEMATICAL MODELS FOR MACHINE FOUNDATIONS 
The idealization of soil-foundation system is the most important task of the designer, either 

simple or complex models may be used. It depends on the degree of accuracy required and on 

the importance of the project. Simple mathematical models are frequently used by office 

designer as it needs basic knowledge to build and to run the model, these models consist of 

discrete springs with lumped masses.  

A boundary condition capable of eliminating the reflection of waves to the computational 

domain has to be applied on the artificial boundary. The boundary condition at infinity should 

be able to irreversibly transfer energy from the bounded domain to the unbounded domain 

and to eliminate the reflection of waves impinges the boundary. Such a boundary condition is 

called the radiation condition. Obtaining the radiation condition for large scale engineering 

problems is the most challenging part of the dynamic soil-structure interaction analysis. 

The scaled boundary finite-element method is a powerful semi-analytical computational 

procedure to calculate the dynamic stiffness of the unbounded soil at the structure–soil 

interface. This permits the analysis of dynamic soil–structure interaction using the 

substructure method(Wolf and Song, 1996). 

 
 

 

Fig. 1 Modeling of unbounded medium with surface finite elements  

             (section) with: (a) scaling centre outside of medium;  

             (b) extension of boundary passing through scaling centre. 
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The total boundary must be visible from a point within the medium which is called the 

scaling center O. On the doubly-curved boundary S of the medium, the displacements and 

surface tractions are prescribed on Su and St  respectively. The radial direction points from 

the scaling centre to a point on the boundary, where two circumferential directions tangential 

to the boundary are identified. The boundary is discretized with doubly-curved surface finite 

elements with any arrangement of nodes. The dynamic behavior is described by the dynamic-

stiffness matrix in the frequency domain [S(w)] relating the displacement amplitudes in the 

degrees of freedom on the boundary S to the corresponding force amplitudes. 

By scaling the boundary in the radial direction with respect to the scaling centre O with a 

scaling factor larger than 1, the whole domain is covered. The scaling corresponds to a 

transformation of the coordinates for each finite element, resulting in the two curvilinear local 

coordinates in the circumferential directions on the surface and the dimensionless radial 

coordinate representing the scaling factor. This transformation is unique due to the choice of 

the scaling centre. This transformation of the geometry involving the discretization of the 

boundary with finite elements and scaling in the radial direction leads to a system of linear 

second-order differential equations for the displacements with the dimensionless radial 

coordinate as the independent variable. 

After substituting the definition of the dynamic-stiffness matrix in the differential equations, 

it is shown that the dynamic-stiffness matrix is a function of the dimensionless frequency 

which is proportional to the product of the frequency and the dimensionless radial coordinate. 

This permits the equation for the dynamic-stiffness matrix on the boundary to be expressed as 

a system of nonlinear first-order ordinary differential equations in the frequency as the 

independent variable with constant coefficient matrices. 

 

 
 

 

Fig. 2 Scaled boundary transformation of geometry of  surface finite element .  

 

 

Denoting points on the boundary with x, y, z, the geometry is described in the local 

coordinate system 
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   xNx  ,),(  pop 

 

   yNy  ,),(   

(1) 

   yNy  ,),(   

 

 

 

with the mapping functions [N)] and the coordinates of the nodes {x}, {y}, {z}. The three-

dimensional medium is defined by scaling the boundary points with the dimensionless radial 

coordinate x measured from the scaling centre with  = 1 on the boundary and is 0 at the 

scaling centre The new coordinate system is defined by  and the two circumferential 

coordinates  for an unbounded medium 1 <   < ∞ 

1. Governing Equations in Scaled boundary  Coordinates 

The differential equations of motion in the frequency domain expressed in displacement 

amplitudes: 

 

{u} = {u(x,y,z)} = [ux uy uz]
T
                                                 (2) 

 

 are formulated as 

 

L
T() + b(w)+w

2u() = 0      (3)  

with the mass density  and the amplitudes of the body loads b. 

 The stress amplitudes {}  follows from Hooke's law with the elasticity matrix [D] as  

 

{} = [x y z yz xz xy]
T
 = [D]{}     (4)  

The strain amplitudes {} are defined from the strain-displacement relationship  

{} = [x y z yz xz xy]
T
 = [L]{u}     (5)  

Where [L] is the differential operator 
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       (6)  

The derivatives with respect to X,Y,Z are transformed to those with respect to 
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Applying the weighted residuals method leads to the scaled boundary finite element 

equations of displacements {u()} 
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          (8) 

 

Where the coefficient matrices 

       


ddJBDBE
T

S

110

       (9 a) 

       


ddJBDBE
T

S

121

       (9 b) 

       


ddJBDBE
T

S

222

       (9 c) 

        


ddJBBM
T

S

,,0

      (10) 

and 

      bt FFF 2         (11) 

Applying the conditions of equilibrium and compatibility at soil-structure interface, 

 getting the scaled boundary equations in dynamic stiffness matrix: 
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                        (12) 

 

The dynamic stiffness matrix [S∞(ω)] at high frequency is expanded in a polynomial of 

(i)decreasing order starting at one:- 

 

      
 

 j
m

j
j

A
i

KCiS 




 
1

1


     (13) 

The first two terms on the right hand side represent the constant dashpot matrix [C∞] and the 

constant spring [K∞] (subscript ∞ for ω → ∞). Substituting Equation (13) into Equation (12), 

and setting the coefficients of terms in descending order of the power of (iω) equal to zero 
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determines analytically the unknown matrices in Equation (13) sequentially. 

The scaled boundary finite element equation is solved numerically. To start the algorithm for 

these nonlinear first order differential equations. The dynamic stiffness matrix [S∞( ωh)] at 

high but finite ωh is calculated from the asymptotic expansion polynomials equation as the 

boundary condition. A standard numerical integration procedure then yields [S∞( ω)] for 

decreasing ω. The error introduced through the boundary condition diminishes for decreasing 

ω. The numerical implementation of the aforementioned algorithm is done using the 

computer program of Wolf (Wolf and Song, 1996) with little modifications.  

 

2. Cone Model 

The soil is idealized as a truncated semi cone of initial radius ro and apex distance zo, with an 

opening angle depends on the static stiffness of half space under rigid disk of radius ro, which 

can be exactly determined from theory of elasticity.  
2
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comparing Eq.(17) with Eq.(18) leads to, 
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Fig. 3 Disk on surface of homogeneous half-space. 

a) Truncated semi-infinite cone. b) Lumped-parameter model 

 

Solving the one dimensional wave equation for out-coming waves only 
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As →∞ the iC ›› K  i.e. K can be neglected as compared to C . knowing that the C is the 

same as that of prismatic rod with constant area , it means that wave propagation is 

perpendicular to the disk. This is the exact wave pattern of disk on a half space in the high 

frequency limits. Thus, the cone model also yields exact results for ω→∞. As the opening 

angle of the cone is calculated by matching the static stiffness coefficients, a doubly-

asymptotic approximation results for the cone, correct both for zero frequency (the static 

case) and for the high frequency limit dominated by the radiation dashpot C. Cone model 

analysis is done making use of the computer program(Conan) provided by Wolf and Deek's 

(2004). 

 

- Dynamic Stiffness of Soil under Foundation 
The vertical dynamic stiffness of soil under machine foundations is addressed here. Initially 

the dynamic stiffness of flexible foundation by the SBFEM or by the cone model is 

determined, and then it will pre and post multiplied by the vectors of rigid body motion to 

retain the dynamic stiffness for the given mode. A complex value stiffness matrix is 
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calculated for each frequency step, starting from a high but finite frequency down to zero 

frequency i.e. static stiffness. The frequency range of the dynamic stiffness should cover 

practical range of frequencies for machine foundations. Worked examples, verification 

problems and parametric studies have been achieved, to show the effects of the geometrical 

and material parameters on the dynamic stiffness of soil under foundation. 

The effects of Poisson's ratio on vertical dynamic stiffness and on damping coefficient of 

embedded foundation are sown in (Fig. 4). 

A verification example of a square foundation with (v=0.4) and with different embedment 

ratios were compiled by SBFEM, the results were compared with the cone model and with 

boundary element method of (Mita and Luco, 1989). Acceptable agreements are shown (Fig. 

4), with some deviations perhaps due to different discretization schemes.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4 Effect of Poisson's'  Ratio (v) on Vertical Dynamic Stiffness of Rigid 

Rectangular Foundation . 
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- DATA PREPARATION, SPATIAL AND TEMPORAL DISCRETIZATION 

The soil foundation interface is discretized in a finite element manner i.e. an eight nodded 

element for general three dimensional foundations, a tabulated joint coordinates, element 

incidence and boundary conditions are specified. Material properties for each element are fed. 

These include the mass density and the elastic constants. Elastic constants may be fed using 

different options, either two modulus option of elastic shear modulus and the Poison's ratio 

for isotropic soil or lower triangle of the material constitutive matrix for general anisotropic 

material.   

The spatial discretization   of soil foundation interface depends on the wave length [λ]. 

Extreme minimum value of λ is retained by dividing the shear wave velocity by the highest 

frequency. The recommended element length or node to node distance is [λ/4 to λ/6] (Wolf, 

2003). The solution of the nonlinear differential equation of SBFE in dynamic stiffness is in 

the form of power series. The solution starts with expansion of dynamic stiffness into power 

series at high but finite frequency. This high valued frequency should be fed by analyst to 

start the numerical solution. The dynamic stiffness matrix is calculated for each frequency 

step from the high frequency down to low or zero frequency value corresponding to the static 
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Fig. 5 Vertical Dynamic Stiffness of a Rigid Prism Foundation Resting 

on/in  Half Space (v=0.40), with Different Embedment Ratios. 



Journal of Engineering Volume   16   September   2010 Number 3 
 

 

 1155 

SBFE model
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stiffness matrix. The initial decrement of frequency is fed, and a minimum frequency step 

should be specified to terminate the solution algorithm.  

 For cone model, the spatial discretization i.e. the distances between disks should not be more 

than [λ/5] (Wolf and Deek's, 2004), where λ is the shear wave length. There is no restriction 

on the selection of the upper or lower frequency, and any frequency may be used.  

 

 

APPLICATIONS 

For a given frequency, the dynamic stiffness of soil supporting a rigid foundation is 

determined using the scaled boundary finite element method, or cone model. The equivalent 

springs and dampers coefficients for each nodal degree of freedom are calculated. Each node 

assumes its share of stiffness and damping due its tributary area. The springs and dampers 

form the boundary conditions for the finite element model of the foundation mass. 

A parametric study shows the effect of mass ratio (bz) (mass of foundation plus machine/ b

) 

upon the dynamic response, resonant frequency and damping ratios, for an embedded 

rectangular foundation of (e/b=0.5) with aspect ratio of length to width of (L/b=3) in (Figs. 6 

and 7). 

Interpretation  of these graphs indicates that as the mass ratio increases the resonant 

frequency decreases and the damping ratio decreases and the dynamic response increases at 

distinct peaks. For low mass ratio no peaks seam distinct and the dynamic response always 

decreases.   

The next parametric study shows the effect of stiffness ratio (K (isolator) /K (soil)) of a square 

embedded foundation on the forces transmitted to soil. This is the dynamic soil reaction as a 

fraction of the driving dynamic force, or in a conventional form it is the isolation efficiency 

as seen in (Fig. 8). The effect of stiffness ratio on the fundamental frequency is shown in 

(Fig. 9). It is clear that isolation effectiveness increases with the decrease in the stiffness ratio 

i.e. when using more flexible isolator sandwiched between the base and machine. Noting that 

an increase in the displacement of the machine itself, however, can be controlled by 

enhancing the isolation system with an energy dissipation devices i.e. dampers. The use of 

more flexible isolators decreases the fundamental frequency considerably , down to the rigid 

body mode of  lowest frequency when one can get the best isolation effectiveness at the so 

called isolation frequency.    

 

Fig. 6 Effect of Mass Ratio on Dynamic Response of Embedded 

          Rectangular Foundations (E/B=0.5), (L/B=3.0). 

Cone model 
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Fig. 7 Effect of Mass Ratio on Damping Ratio of Embedded Rectangular  

          Foundations (E/B=0.5), (L/B=3.0). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8 Effect of Stiffness Ratio on 

Isolation Efficiency. 

 

 

 

 

Fig. 9 Effect of Stiffness Ratio on 

Resonant Frequency. 
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Fig. 10 Effect of Stiffness Ratio on Vertical Dynamic Response of    Machine and           

Foundation. 
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The presence of isolation between the machine and its base forms a discrete system of two 

degrees of freedom. The effect of the stiffness ratio on the vertical dynamic displacements of 

the machine and its supporting foundation is shown in (Fig.10). The uncoupled motion 

maintained at high isolation effectiveness leads some designers to design the isolated 

foundation under static loads only. This is a major advantage of using effective  base isolation 

it will not only reduce the dynamic problem into static one  but it will make it possible to 

place the machine even on a tenth floor of a multi story building or in/on soil with uncertain 

dynamic properties. In addition there is no need for a thorough sophisticated soil dynamics 

investigations.  

 

- CASE STUDY 

A turbine machine of (762,000 kg )mass rests on a reinforced concrete foundation block of 

dimensions (24.0mx 8.0m x4.0m) and of (1,920,000 kg) mass (Fig.11) The operational 

frequencies are 50 Hz, 314 rad/sec. The corresponding vertical stiffness and damping of soil 

obtained from the scaled boundary finite element  method are (76 x 10
8
 N/m) and (15 x 10

10
 

N/m) respectively. The mass of foundation block and machine is (2.592 x 10
6
 kg) and the 

damping ratio is more than 100% , however , 25% of critical damping will be used , 

according to (DIN 4024, after ACI 351.3R-04) the corresponding damping coefficient is 

(0.70 x 10
8
 N.sec/m). The amplitude of harmonic  dynamic force of (1.344 10

6
 N) was 

assumed, which is 20% of the weight of the machine(F(t)=1.344x10
6
sin(314t)). 

For isolated rigid mass model a spring isolator with stiffness of one tenth of that of soil was 

used, results in two degrees of freedom system. The results of  vibration analysis of both 

isolated and non-isolated foundations are listed in (Table 1) 

Several finite element models were used for analyzing this case with different element sizes. 

 One element model of 24 x 8 x 4 m element size, 

 12-element model with 4 x 4 x 4 m element size, 

 96-element model with 2 x 2 x 2 m element size, 

 768-element model with 1 x 1 x 1 m element size. 

 Two cases of isolated finite element model with stiffness ratio of ten percent, 

these are one-element and 12-element models were investigated.  (Table 2) 

lists the results of the finite element models of vertical vibration of block 

foundations with and without isolation. 

 

Fig. 11 Finite Element Idealization of Machine Foundations 
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Table 1 Vertical Dynamic Responses Of Rigid Mass Foundation. 

case Natural 

frequency 

(rad/sec)  

Displacements Transmissibility 

Ratio % 
micron (10

-6
meter) 

foundation machine 

Non-

isolated 

54 5.3 3 

isolated 32 1.8 20 1.0 

 

Table 2 Vertical Dynamic Responses Of Block Foundation Using Finite  Element 

Method. 

 

case Natural 

frequency 

(rad/sec)  

Displacements Transmissibility 

Ratio %  

micron (10
-6

meter) 

foundation machine 

One element 53.7 5.25 3.2 

12-element 53.69 5.24 3 

96-element 53.6 5.2 2.96 

768-element 52.8 5.07 2.85 

Isolated one-

element model 

32 2.6 20 1.5 

Isolated 12-

element model 

31 2.32 20 1.3 

 

Examination of (Table 1) and (Table 2) leads to the following non surprising conclusions: 

Resonant frequency decreases considerably with the use of isolators, the vertical 
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displacement and the dynamic soil reaction of foundation decrease, while the displacement of 

machine increases with the use of isolators;  Resonant frequency decreases slightly with the 

use of finite element model and as the number of element increases, this result is not 

surprising because increasing of  element numbers means the use of more flexible (less 

stiffness) system keeping the mass(s) not changed. The use of isolators in the finite element 

model results in the same response for foundation and machines with slight reduction in 

foundation response (displacements and dynamic soil reactions )with the increasing of 

element number. 

Both dynamic responses of machine and foundation in non-isolated and in isolated systems 

are within acceptable limits(section 3.3). As the non-isolated natural frequency(54 rad/sec) is 

sufficiently far away from the driving frequency(314 rad/sec). The use of isolators has no 

practical values if it is not detrimental. However it may be beneficial when the machine 

assumes unusual frequencies when turn on/off conditions or emergency shutdown.  

 

CONCLUSIONS 

Comparing the SBFEM  and the cone model results with the published boundary element, the 

applicability of these models are demonstrated. The important observations of the effect of 

the geometrical and material properties of soil under foundation upon the dynamic stiffness 

and dynamic response are presented separately in the following paragraphs. The vertical 

vibration of rectangular foundations have been studied by the SBFEM and by the cone model, 

some conclusions may be drawn as follows:- 

 

 The results for the vertical dynamic stiffness of rectangular foundations indicate that 

the real part for the spring coefficient decreases by (0% to 80%) and may posses 

negative values and the damping coefficient increases up to (50%) as Poisson's ratio 

increases from (0.25) to (0.45). The frequency effect on spring and damping 

coefficients of embedded foundations with different embedment ratios (e/b= 

0.5,1.0,1.5,2.0)has been found. Both spring and damping coefficients increase with 

the increasing of  embedment ratio. 

 

 The mass ratio(Mf/b
3
) of foundation has a significant role in the dynamic response. 

As the mass ratio increases from(5) to (20) the resonant frequency decreases by 

(70%), damping ratio decreases by (50%) and the dynamic response increases by 

(100%) with a distinct peaks. For low mass ratio (less than 5) no peaks seem distinct 

and the dynamic response always decreases.   

 The effect of stiffness ratio (K(isolator)/K(soil)) on the isolation efficiency or on tuning of 

fundamental frequency. It seems that isolation effectiveness increases from(50%) to 

(80%) with decreasing in stiffness ratio from(0.20) to (0.05). The use of more flexible 

isolators decreases the fundamental frequency by(50%) when the stiffness ratio 

decreases from(0.20) to (0.05). 

 The presence of isolation between machine and its base forms a system of two 

degrees of freedom at each mass of both the machine and the foundation. These two 

degrees of freedom systems seem to be gradually uncoupled as much as the isolation 

stiffness being more flexible (stiffness ratio less than 0.05). The major advantage of 

base isolation, not only reduces the dynamic problem into static one but also it 

reduces the need for a thorough sophisticated soil dynamic investigations.  

 For vertical mode, the use of finite element model affects the response slightly (less 

than 10%) due to the flexibility of finite element model as compared with rigid mass 

model. Resonant frequency decreases slightly(less than 1%) with the use of finite 

element model and as the number of elements increases. This result is not surprising 
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because  increasing of  element numbers means the use of more flexible (less 

stiffness) system keeping the mass(s) not changed. 
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NOMENCLATURE 

 

The major symbols used in this paper are listed below; others are indicated with their 

equations where they first appear. 

 

A Plan area of foundation 

ao 
Dimensionless frequency

s

o
C

b
a


  

Au Side face with pre-specified displacements 

At Side face with pre-specified forces 

b Half width of foundation (characteristic length) 

][],[],[ 321 bbb  Scaled boundary finite element differential operators 

bz Mass ratio 

C Wave velocity 

C Damping coefficient 

[C] Damping matrix 

[C∞] Damping matrix of unbounded media 

E Modulus of elasticity 

][],[],[ 21 EEEo  Elastic Matrices of Scaled boundary finite element 

][],[],[ *2*1* EEEo  Complex Elastic Matrices of Scaled boundary finite  

element involving material damping 

e Volumetric strain 

e/b Embedment ratio  

f(t) Incident wave 

G Shear modulus of elasticity 

[G()] Dynamic flexibility matrix 

g(t) reflected wave 

h(t) refracted wave 

I Moment of inertia of plan of foundation 

i Imaginary part 1  

J Jacobean matrix  

k Stiffness coefficient 

[K] Stiffness Matrix 

[K∞] Stiffness Matrix of unbounded media 
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L Half length of foundation 

[L] Differential operator 

m Lumped Mass  

[M] Mass matrix 

[M
o
] Mass matrix of Scaled boundary finite element 

N(z,t) Normal force 

O Similarity centre 

r Radial coordinates 

ro Characteristic length of foundation 

S() Dynamic stiffness 

[S()] Dynamic stiffness matrix 

it  Traction forces 

ui Component of displacement 

iu  Component of velocity 

iu  Component of acceleration 

v Poisson's ratio 

x, y, z Cartesian's coordinates  

 Reflection coefficient of waves 

m Material hysteretic damping 

 Frequency ratio 

i Normal strain component 

ij Shear strain component 

 Wave length 

 Lame' constants 

 Mass density 

i Normal stress component 

ij Shear stress component 

 Frequency 

ij Rotational strain 

 Damping ratio 

 Natural coordinates 
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ABSTRACT 

 

     An experimental study is conducted to investigate the effect of open cavity on the pattern of 

fully developed internal flow and convection heat transfer. In this experimental work the velocity 

profile, temperature distribution, heat transfer coefficient and Nusselt number were determined at 

various Reynolds numbers  (1.9*10
4
 ≤ Re ≤  2.7*10

4
) for smooth surface as well as for flow over 

open cavity   (with and without excitation). The results showed that the presence of the cavity led 

to change the downstream velocity profile and the dissimilarity of downstream skin friction 

coefficient between the upper and lower surfaces around (64 %) at distance to the length cavity 

(x/L= + 20.5). As a result the heat transfer coefficient and Nu increased downstream of the 

cavity especially at (x/L= + 20.5) around (30 %). The effect of cavity excitation with different 

sound levels (100,107.5 and 115) dB and frequencies (25,50 and 100) Hz was small compared 

with the cavity itself.    

 

 

 اىخلاصت
 

حطور   ٌخْاوه اىبحث دراست عَيٍت ىخاثٍز اىفجىة اىَفخىحت عيى طبٍعت اىجزٌاُ و اّخقاه اىحزارةباىحَو امل ال ان ك جري حٌ .ل

ٍعاٍو اّخقاه اىحزارة اضافت اىى حساب رقٌ ّسيج ىَىاقع ٍخخيفت عيى سطح , درجاث اىحزارةحىسٌع , اٌجاد ٍْحْى اىسزعت

10*1.9)عْذ اعذاد رٌْىىذس ٍخخيفت( بعذً وجىد اثارة و بىجىد اثارة)حت اٍيس و سطح ٌخضَِ فجىة ٍفخى
4
 ≤ Re ≤  

2.7*10
4
ىقٌٍ  اشارث اىْخائج اىى اُ وجىد اىفجىة ٌؤدي اىى حغٍز ٍْحْى حىسٌع اىسزعت خيف اىفجىة اضافت اىى عذً اىخَاثو. (

جوةم(x/L= +20.5 )  بحذود ٍعاٍو الاحخناك اىَىضعً ىيسطح اىعيىي و اىسفيً ى طول ف ة ال ساف ند   .  (% 64) ع

لث و عذدّخٍجت ىذىل فاُ مو ٍِ ٍعاٍو اّخقاه اىحزارة اىَىضعً  س     )بصىرة ٍيحىظت و خصىصاً عْذ ازداد         ن

x/L= +20.5   )  (30 %) مَا اشارث اىذراست اىى اُ حأثٍز الاثارة ىيفجىة.  دودحب (115&100,107.5dB)     غط ض

ات  حوي س م رددا ب لة عيى اىْخائج (Hz 100&25,50) ت و ج ص حح س م        .ٌنىُ صغٍز ٍقارّتً بخأثٍز اىفجىة ّفسهاال
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INTROUDACTION 

 

     The problem deals with the internal flows encountered in many industrial processes, where a 

fluid has to transport in a piping system. All the valves or other elements may great flush 

mounted cavity. Flow interaction with a structure produces vortices with shed at a prescribed 

frequency. If the shedding frequency coincides with the resonance frequency of an adjoining 

elastic structure or acoustic fluid volume within the cavity, the resulting oscillation can reinforce 

the vortices creating a feed back mechanism responsible for producing high energy at resonance. 

This phenomenon is called lock-in and at low Mach number can result in a strong narrow band 

sound source. Lock-in is often undesirable and can promote rapid fatigue failure [3]. The flow 

over open cavity can be explained according to [4] which showed that at the up-stream edge of 

the cavity a boundary layer separates. The resulting shear layer develops based upon its initial 

conditions and the instability characteristics of the mean shear-layer profile. The shear layer 

spans the length of the cavity and ultimately reattaches near the trialing edge of the cavity in an 

open cavity flow. The reattachment region acts as the primary acoustic source. The incident 

acoustic waves force the shear layer, setting the initial amplitude and phase of the instability 

waves through a receptivity process. The effect of sound on a free convection heat transfer from 

a vertical flat plate had been studied in [2] and showed that, intense acoustic fields result in 

significant increase in the rate of free convection heat transfer and heat transfer coefficient with 

increasing intensity of a caustic field. The cavity problem has long been an attractive problem for 

researchers due to the rich nature of the flow physics and it relevance to practical applications 

[8]. Even though many researches studied the flow and heat transfer a long smooth surface in the 

rectangular duct [5] and the flow over open cavity and it attempted to control the flow over it 

using open-loop and closed-loop control [1, 4, 6, 9]. These studies did not deal with the effect of 

these methods and cavity effect on the flow pattern and at the same time on the heat transfer 

characteristics. 

      The goal of this work is to investigate experimentally the effect of open cavity (with and 

without excitation) on the internal flow and heat transfer characteristics. 

 

EXPERIMENTAL FACILITY 

 

     The experiments were performed in an open rectangular duct, using air as the working fluid. 

The duct has cross section (1.006*.03 m) and is over 10.35 m long. At the outlet section of the 

duct two centrifugal fans were fixed. The upper and lower walls of the duct made of plywood of 

(15 mm) thickness. The lower wall was instrumented with embedded thermocouples to measure 

the local temperature of the surface. The thermocouples junction was embedded with epoxy resin 

in the holes drilled upward from the lower wall. The lower surface was electrically heated by 

using strips foil of nichrome to serve as a source of heat. The heating element consists of strips 

of (2 cm) width. Foil strips were placed adjacent to each other with spacing of around (1 mm) 

between them and heated by alternating current to serve as constant heat flux. The lower wall 

was insulated to ensure that the input heat was mainly dissipated to the air. The side walls of the 

duct made of Perspex pieces. The first section of the duct with length (3.625 m) was used as 

working section and practically all the measurements were recorded. A cavity with length (6 

mm), depth (50 mm) and width (750 mm) was formed on the lower surface of the duct at a 

distance (1.2 m) from the working section. Loudspeaker was fixed at the lower end of the cavity. 
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A 20 mm hole was provided at one wall of the cavity box for the insertion of the microphone. 

Fig (1) shows the working section and measurement locations. The excitation of the cavity with 

different frequencies and amplitudes was generated from signal generator and transmitted to the 

cavity through loudspeaker. The output from microphone was fed to a sound level meter which 

its reading is in dB. For static and total pressure measurements, holes were drilled due to 

(British-Standard) at the upper wall of the duct. For static pressure measurements the tapings 

were connected to micro manometer with (1%) accuracy and a range (1-10 mm H2O). 

Measurements of local velocity within the boundary layer were made using a Pitot probe (with 

outer diameter 1.5 mm) and its working end chamfered to obtain measurement at 0.25 mm from 

the attachment wall. The tube was screwed to a special probe carrier in which Dial gauge was 

connected. The dial gauge gave 30 mm reading range with accuracy of 0.01 mm.  

 

 

DATA ANALYSIS 

 

     Surface temperatures were measured with thermocouples embedded along the foils. The net 

convective heat from the face of foils was obtained by subtracting losses from insulated surfaces 

and radiation losses from metered electric energy input to the foil [ 5], as follow, 

 

lossgencon QQQ                                                                                                      (1) 

 

RIQgen  2
                                                                                                                (2) 

 

)(061.0475.14 oTTR                                                                                       (3) 

 

2410863.40784.041.0 TTQloss  
                               (4) 

 

Where, 

 

∆T= T-To 

 

)( bn

con

TTA

Q
h


                                                        (5) 

 

 

k

Dh
Nu


                                                              (6) 
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RESULTS AND DISSCSION 

 

The experiments had been tried with three cases, 

1- smooth surface (cavity covered with tape) 

2- cavity without excitation 

3- cavity with excitation at different frequencies and levels. 

 

Velocity Profile 

 

     Velocity was measured using a total head tube and wall static pressure tapings. The velocity 

measurements were carried out upstream of the cavity at distance to the cavity length (x/L= -

16.25) and downstream of the cavity (x/L= +20.5, x/L= +78.9, x/L= +137.9) as shown in figure 

(2). The velocity profiles were found to be identical in the flow direction. The existence of cavity 

led to change the velocity profile especially at (x/L= +20.5) as shown in figure (3) due to a 

periodic vortex organization which periodical impacts the downstream edge of the cavity and 

caused the change of velocity profile [4]. The dissimilarity of velocity profile down stream the 

cavity diminished at (x/L= +137.9). The effect of cavity excitation with 25 Hz and 100 dB on 

velocity profile have been insensitive compared without excitation, except of a certain variation 

in the inner region at (x/L= +20.5) as shown in figure (4). Figure (5) shows the effect of 

changing the pressure level of excitation from 100-115 dB at the same frequency at x/L= +20.5. 

From the figure it is clear that the highest value of pressure level has the greater effect. 

 

Skin Friction Coefficient  

 

     The values of Cf were measured for the above three cases using Preston tube (Di/Do=0.6) [7]. 

The measurement for upper and lower surfaces gave nearly the same values for smooth surface, 

maximum difference (9%) as shown in figure (6). The existence of cavity caused a large 

difference between these values particularly at x/L= 20.5 (64%) as shown in figure (7). The 

difference between these values related to the variation of velocity profile for two surfaces. The 

comparison between Cf for smooth surface and that for cavity is shown in figure (8). The 

excitation of cavity did not cause clear effect on the values of skin friction coefficient in 

comparison with that for cavity without excitation except at x/L= +20.5 as shown in figure (9, 

10). 

 

Heat Transfer Coefficient And Nusselt Number   
 

     Figure (11) shows the heat transfer coefficient (h) along the test section for smooth surface at 

different values of Reynolds number. From the figure it is clear that (h) is nearly constant along 

smooth surface. The existence of cavity led to a sharp increase in heat transfer coefficient at x/L= 

+20.5, which disappeared along the remainder distance as shown in figure (12). The excitation of 

cavity with different values of frequency and amplitude maintained the same trend of heat 

transfer coefficient as that for cavity without excitation although the excitation caused a certain 

increase in (h) at x/L= +20.5 as shown in figures (13, 14). From eq. (6) Nu number was 

calculated for smooth, cavity and cavity with excitation, and from figures (15-18) the same 

results and trend of variation for Nu were obtained as that for h. 
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     The weak effect of excitation of the cavity on the above results may be related to the 

amplitudes and frequencies lying around the values of that for cavity without excitation as shown 

in figure (19). All the above results of smooth surface in the fully developed region were 

compared with [5] and gave good agreement as shown in Table. 1.  

 

CONCLUSIONS 

 

 The greater effect of cavity confined to x/L= +20.5 downstream of the cavity. 

 Vortex organization within the cavity led to alter the  velocity profile and caused the 

dissimilarity of skin friction coefficient for upper and lower surfaces around (64%) at x/L 

= +20.5 as well as increased heat transfer coefficient (h) and  Nusselt number around (30 

%) at x/L= +20.5. 

 The excitation of cavity with different amplitudes and frequencies had small effect on the 

results compared with self cavity and almost confined to x/L= +20.5. 

 The variation of Re number (1.9*10
4
 ≤ Re ≤ 2.7*10

4
) had not significant effect of the 

obtained results.  
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NOTATION 

 

A     foil surface area (m
2
) 

Cf    skin friction coefficient  

D     cavity depth, effective diameter (mm,m) 

dB   decibel 

F      frequency (Hz) 

h      heat transfer coefficient (W/m
2
. 

o
C) 

I       electric current flow rate (amp) 

k      thermal conductivity (W/m.
o
C) 

L      cavity length (mm) 

Nu    Nusselt number 

Q      heat transfer rate (W) 

R      electric resistance (Ω) 

Re    Reynolds number (Uc.D/ν) 

T      foil temperature (
o
C) 

U       stream wise velocity component (m/s) 

w      cavity width (mm) 

x       stream wise coordinate 

y       vertical coordinate  

 

SUBSCRIPTS 
 

b      baulk 

c      center 

con  convective 

gen  generated 

loss  losses 

n      number of foil 

o      ambient  

bn     baulk at specified foil 
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Fig.1. working section and measurement locations 
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Table.1. Comparison between present work and reference [5] 

 

 

present work 

             Re                Cf             Nu 

          2.3*10
4
             0.0085            65.0 

          1.9*10
4
             0.0091            62.0 

 

refrence [5] 

 

          4.0*10
4
             0.0064            76.0 

          3.0*10
4
             0.0070            61.0 

 

 

 

 

                       



Journal of Engineering Volume   16   September   2010 Number 3 
 

 

 5548 

 

 

 

 

 

DAMAGE DETECTION IN ROTATING BLADE BY VIBRATIONAL 

ANALYSIS USING FINITE ELEMENT METHOD  

Dr.Nabil H. H.                                           Shwan A. Z. 

Univ. of Baghdad                                Univ. of Baghdad 

College of Eng.                                  College of Eng. 

ABSTRACT 

   The development of monitoring systems for rotating blade has been driven by a desire to reduce  the 

maintenance costs and human interaction to  improve the safety,  reliability and operational life, so it is 

urgent to monitor the integrity of  a  structural systems. In  this  study  four different coordinate system 

has been used  to describe the blade motion, then  an  element  stiffness  and  mass  matrices  has  been  

formulated   by  using  Hamilton
,
s   principle  and finite element method, where each element has been 

described by seven degrees  of  freedom,  so the method  has been demonstrated analytically on a finite  

element    model   to   estimate   the  modal  parameters under  rotating  and  non-rotating conditions in 

vacuum (to eliminate aerodynamic effect and damping coefficient) and to capture centrifugal effect, so 

the damage has been simulated by stiffness reduction of assumed elements and  by crack form .  These 

results   was  reasonable, so many parameters has been investigated such as, damage severity,  damage  

location and  the effect of rotation speed on these methods have been studied, as well as an assessment 

has been provided for these methods via statistic to suggest the effective method and  this  is  the  main 

objective, so The Residual  Error Method  was the best,compared with other methods. All formulations  

and computations has been coded in MATLAB version 7. 

:الخلاصة  

ٔانًحافظت عهى ت نخحسٍٍ ظشٔف انسلايت اسخخذاو الاٌذي انعايهحقهٍم م انخطٌٕش فً يشاقبت انشٌش انذٔاسة  نخقهٍم كهفت انصٍاَت ٔحص   

.نزا كاٌ  يٍ  انعشٔسي يشاقبت كًانٍت انشٌشت,   انعًش الافخشاظً نهشٌشت   

Coordinate Systems نٕصف حشكٍت انشٌشت ٔيٍ ثى صٍاغت يصفٕفخً انجساءة ٔانكـخهت   اسخخذيج فً ْزِ انذساست اسبعت  

صــش ٌـحــٕي سبـع دسجـاث يٍحٍـث اٌ كـم عُ,   يحأس FEM ٔغشٌقت انعُاصش انًحذدة   Hamilton Principle   باسخخذاو يبذأ

 ْايهخٌٕ

شاغـفً انف اــٓـٔاثــُـاء دٔساَ تالاْخضاصٌت اثُاء سكـٌٕ انشٌـش ٔبٓزا اسخخذو انحم انعذدي نحـساب انخشدداث انطبٍعٍت ٔاشكانٓا ,انحشٌت   

م َقصاٌ فً انجساءة ـــٔيــٍ ثـى حًثٍم انعشس فً انشٌشت عهى شك, خًاط حأثٍش انقٕة انطــاسدة انًــشكضٌــتٔ أن( نخقهٍم حأثٍشقٕة انٕٓاء)

   . Cracks  ٔعهى شكم شقٕق  

 ك باسـخــخـذاو سـٍــُــاسٌْٕاثس ٔرنــشاذاو عــذة غـشق نـكــشف الأظبالاعخًاد عهى انخشدداث انطبٍعٍت ٔاشكانٓا الأْخضاصٌت حى اسخخ   

.  خاصت بٓزِ الاظشاس ٔيٕاقعٓا عهى انشٌشت  
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ت دٔساٌ انشٌشــت ـــــيٕقعّ ٔحأثٍش سشع, ى دساســـت بــعــط انًخغٍشاث يثم شذة انعشس ح قذٔ, ائــــج يـعــقٕنت ـــخـخٕصم انى َحــى ان

, ذساسـتــغشض انشئٍسً يٍ ْـزِ انـــان زا ْٕزِ انطــشق لاقخشاح انطــشٌقـــت انفعانت ْٔـٔيٍ ثى حقٍٍى ْ,  عهى غشق انكشف انًسخخذيت 

.اٌعــايقبٕنت اجــاث ـــكًـا حــى انٕصــٕل انى اسخُخ  MATLAB7حــى اســخـخــذاو بــشَايج انحاسبت 

 

KEYWORDS: Damage, Rotating blade, Finite element method. 

INTRODUCTION: 

     In the past few years the problem of health monitoring and fault detection of structures has received 

considerable consideration. It was noted that fault causes changes in the dynamic response of the 

structure, so the change can be considered as an indication of damage in a structure, consequently  the 

scheme of fault detection are based on the comparison of the dynamic response of  healthy structure 

with the dynamic response of  defected structure.Vibration analysis has been found as an important tool 

in the investigations of the dynamical behavior of many industrial applications like many types of 

rotating blade such as axial fan, impeller, turbine, helicopter and wind turbine blades … etc. 

   Blade failure normally occurs when the blade is vibrating at or near resonant condition and there are 

many factors that can induce a damage in a mechanical structure such as , a general environmental 

attacks, erosion, corrosion, creep, fatigue, where the fact that many factors can contribute to  form a 

crack (Al-said et al 2006), so it is the most common type of defects that occurs in 

structures(Mohammad and Omar 2003). 

    A crack in a structure introduces a local flexibility which is a function of the crack depth, and this 

flexibility changes the stiffness and the dynamic behavior of the structure (Ricci and Viola 2002) , so 

numerous attempts to quantify local defects are reported to the literature, generally the damage reduce 

the natural frequencies of a structure because it becomes more flexible, where this fact had been 

extensively used to detect the presence of damage in a structural component, so the damage is 

simulated by reducing the stiffness of assumed elements and by crack form also. 

    An important factor which based on damage detection research is the implementation of  reasonable  

damage models. The models must accurately reflect the physics of the damage, and be compatible with 

the  damage evaluation techniques  which discussed  in chapter five.  Although  there  are  many  ways  

in which the rotor system can be damaged, this work will be limited to two categories of faults:  

1- Distributed stiffness faults.       2-Cracks. 

   The global stiffness  matrix   has  been  developed  for  the eigenvalue  problem ( Herrera 2005). 

BLADE KINEMATICS AND COORDINATE SYSTEMS: 

   Four different coordinate system are used to describe the blade motion. These  coordinate systems, as  

listed,  are  the inertial,  hub-fixed,  undeformed-blade   and   deformed-blade  coordinate  systems. The 

inertial coordinate system ( , , ) with  unit  vectors  is  a  ground-fixed  reference  frame and   

there is  no  fuselage  motion  and   the hub  fixed  coordinate  system  ( )   with   unit   vectors    

is   assumed parallel  to  the  inertial  coordinate  system, as shown in Fig. (1) . 
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Fig. (1) Inertial and hub fixed coordinate system 

   The undeformed-blade coordinate system(x,y,z)with unit vectors  is attached to the undeformed  

blade.  The  z  axis  of   the undeformed-blade  coordnate  is  parallel  to  the axis   of   the hub fixed 

coordinate system and the blade is rotating about this axis at a constant angular velocity Ω, as in Fig.(2) 

as well as the x-axis lies along  the blade elastic axis and the y-axis is in the plane of rotation.  In  some 

rotor  systems   the  equilibrium  flap  position  is  not  parallel  to  the hub  plane and this “precone”  is 

incorporated to  relieve  stress  in  the  blade  root,  so  precone  angle  is  neglected  in   this  derivation 

because  it is very small (Hodges and Dowell 1974).  The transformation   between  the hub-fixed non-

rotating and undeformed-blade coordinate systems is defined as: 

 

= =                                                                                        (1)     

 
Fig. (2)  Transformation between hub and undeformed blade coordinate systems 

 

   The final coordinate system to discuss is the deformed-blade coordinate system  (ξ , η , ζ)  with  unit  

vectors , , . The transformations to get this last coordinate system is shown in Fig.(3).The elastic 

axis undergoes flap deflection, which contributes both a translation (w) and then undergoes a negative 

rotation( w' ), about the undeformed-blade   axis-y , as  shown  in   Fig.  (3 a) . At this  point  the blade  

elastic axis is coincident with the axis of the deformed-blade coordinate system, then the blade cross 

section undergoes twist ) about the elastic axis , as  shown in Fig.(3 b), where the total blade pitch 

 is expressed as: 

                                                                                                                                        (2) 

 

 

 
) 
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   Where  is the pitch angle due to control  and  it  is  very small,  and   is the elastic twist. 

 
Fig. (3) Transformations from undeformed-blade to deformed-blade coordinate systems and 

blade cross section coordinate system 

      

The transformation from the deformed-blade to undeformed-blade coordinate systems as in Fig. (3) is 

given as following(Stevens  2001): 
 

=  =                                                           (3) 

 

    Where  and  are Euler angle and can be approximated by  Eq.  (4). 
 

    ,     ,                                                                                        (4)   

                                          

    Substituting  these approximations into Eq.( 3) yields a more useful form of the transformation from 

deformed to  undeformed coordinate systems, and by  using  local linear approximation . 
 

                                                                   (5)    

                     

   The origin   of  the  deformed - blade  coordinate  system  is   the blade  elastic axis,  and a chordwise   

locations must be defined relative to this point, as shown  in Fig.(4), where the center of gravity is at  a 

distance (eg) from the elastic  axis; and  (eg)  is assumed positive forward.  

 
Fig. (4) The location of  elastic axis and center of gravity on the chord 

 

( ,  ) 
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HAMILTON'S PRINCIPLE: 

     Hamilton's  principle is  used  to derive  the  finite  element equations  to describe the rotor  systems.  

Hamilton's   principle for conservative systems states that the true motion  of   a  system   between  two  

arbitrary  moments  in  time integral of the difference  between  potential  and  kinetic  energies .  If the 

system is subject  to non-conservative forces, such as  the  aerodynamic forces imposed ,  so the virtual  

work  terms  must  be included , and Hamilton's Principle  may  be expressed as ( Hodeges and Dowell 

1974): 
 

                                                                                                         (6) 

 

 Where the variation of blade strain energy in terms of engineering stress-strain relation, is given by: 
 

d d                                                                           (7) 

 

 (    ,        ,      )                                                                                  (8) 

                                                                                     

   The engineering strains can be expressed in terms  of  translation displacement  ( ) , rotation  ( , 

curvature ( , twist ( , twist rate(  also we should refer that the non-dimensional   scheme  is used 

for the ensuing derivations, where  this  scheme  is  necessary  in order to increase the generality of the 

analysis in  the numerical implementation , therefore  for   the flap-torsion   case  the non-dimensional  

variation in strain energy  becomes (Stevens  2001): 
 

               (9)

                                                   

  Where  the tension is given as (Solaiman 1999). As well as the kinetic energy of the blade depends on 

the blade velocity. Since fuselage motion is not accounted  for this derivation , the blade velocity is due 

only  to the blade  motion  relative  to  the  hub , as well as  the  derivation describes only flap and twist 

motion  of   the  blade ,  so  the position of an   arbitrary   point   after  the beam has deformed  is  given 

by ( ,  ), see Fig. (3)  
 

   

                                                                                                                   (10) 

    
 

  Then differentiating the position vector with respect to  the hub-fixed  non-rotating coordinate system 

yield (Stevens  2001): 
 

                                                                                                                    (11) 

d d       (variation in  kinetic energy)                                                         (12) 

 

  From Eq.(12)-( 14) and via  integrating  by  parts  as  in  reference, the non dimensional variation of  

kinetic  energy  becomes: 
 

                                                                                      (13)             
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                                                (14) 

m = d  ; = d  ;  

   

   So the virtual work of non-concentrative forces may be expressed as: 
 

                                                                                                            (15) 

 

   The terms due to the blade airfoil are ( , where the distributed air load in the(z)direction, and  ( )  

the aerodynamic pitching moment  about undeformed elastic axis,  but In  this  study  the  aerodynamic 

effects  are not included . 

 

BLADE FINITE ELEMENT: 

   The spatial finite element   equations   of   motion  are  derived  in  this  section , and  the generalized  

Hamilton's principle must be written in the non-dimensional form, so the discredited form in Eq.( 16): 

                                                       

                                                                                       (16)  

                                                       

   The blade finite element discretization is shown  in  Fig. (5),  where  the blade is  discredited into  N  

beam elements, each  consisting   of   seven  degrees  of  freedom ,  so  these  degrees of  freedom  are  

distributed among three nodes, two  external  and  one  internal, as well as the displacement of the left  

hand  node is described by lateral displacement, slope  and  twist  denoted as ( ), likewise 

the displacement of the right hand node is described by ),  and  the displacement  of  the 

internal  node  is  described  only by a twist ( ).  Elemental boundary conditions requires  continuity  

of  displacement  and   slope  of  flap deflection and  continuity  of  displacement of elastic twist. 

   Within each element, deformations between  the nodes  are  described using shape functions, where 

these shape   functions,  are derived  from  a  cubic Hermetian  polynomial  for  flap deformation  and  

a quadratic  polynomial for torsion deformation (Rao S. S. 1989), and by using these  shape functions  

the  continuous  deflections  over   a   beam   elements   can   be   expressed   in  terms   of   the  nodal  

displacements , as in Eq. (17). 

 

u(s)= =                                                                                                                (17) 

=[ ]   (elemental nodal displacement vector)                                 (18) 
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Fig. (5) Finite element discretization and elemental degrees of freedom 

 

   The polynomials  for  the bending   and  torsion   shape   functions  are given in Eq.(19), respectively, 

where  s=    and is  the length of the  beam element. 

=        ,      =                                       (19) 

   The variations  in  displacements   (δw)  and   (δ )  can  be  written  in  terms of variations  in  nodal  

displacements  as in Eq. (20). 
 

δu(s)= =                                                                                                            (20) 

 

   Looking more closely at the expression for variations in strain and kinetic energies, as in Eq. (9) and  

(13). It is clear that the total energy also depends on ( w', w'' and ), so these variations are  found  by  

spatially differentiating for Eq.(20). Since the variations in nodal degrees of freedom are discrete; 

the shape functions  capture the  spatial  variation as in Eq. (21) , where : 
 

  ,                    (21)                                                                           

ELEMENTAL MATRICES:  

      The  expressions  is  integrated by parts, so the mass and   stiffness  matrices  are  identified  by   

separating acceleration, and displacement terms, then the virtual energy expression  in terms of  the 

elemental matrices becomes: 
 

                                                                               (22) 

 

 There are no structural contributions for damping  in   the   preceding   formulation  to  facilitate the 

simulation  in  vacuum  cases,  so there are no aerodynamic effects.The elemental mass and stiffness 

matrices can be partitioned  to indicate contributions from  flap bending and elastic torsion. 
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    ,     ,                                (23)                                                                                                                                                                                                                          

                                                                                      (24)                                

   ,                               (mass terms)                   (25)                         

  ,         

                                                     

   The blade stiffness terms will  have components due to both structural and centrifugal  terms, where 

the stiffness  terms  due to structural properties are: 
 

  ,      ,          (26) 

                                                                        

   Since the rotor blade rotates, the centrifugal forces contribute a significant stiffening effect,where the 

stiffness  terms  due  to  centrifugal  loading  are given in Eq.(27) . 
 

   ,  )              (27)        

  ,       

                                                    

  In Eq.(27), the term   is the axial loading due to centrifugal forces at the location x , so 

in Eq.( 27) x is the distance from the shaft axis to the point on the blade, where a centrifugal force will  

be  at maximum value when  x = 0 ,  and  a centrifugal force will  be zero at  x = R . 

 

ASSEMBLY OF GLOBAL MATRICES:  

  The elemental degrees of freedom has been ordered according  to flap  or  torsional   motion, thus the 

order was:( .    

   Via multiplying  the elemental mass and stiffness matrices by transformation matrix   as in Eq. (28)  

to get  a  new reordered  stiffness and mass matrices for assembly . 

 

   ,     ,  [            (28)                                                    

    Where [ reordered  stiffness  matrix  for  element  and [ ] is  reordered  mass matrix for 

element, so the global matrices is more straightforward if  the  degrees  of  freedom  are  reordered  

spatially, and the reorder result becomes: ), so the virtual energy becomes: 
 

                                                                                                   (29) 
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   Since  the virtual displacements    are  arbitrary (between  any  two moments),  so the integrand in 

Eq. (29)  must  be vanished,  then  the equation of motion becomes: 
 

                                                                                                                                     (30) 
 

 So the modal parameters of a blade is considered(with centrifugal effect and without centrifugal 

effect)  for  the undamaged and damaged  cases.  For the undamped system of several degrees of 

freedom ,  the equations of motion expressed in matrix form become: 

 { u }={0}                                                                                                                 (31)                           

   By using  the characteristic equation of the system, so  the roots of  the characteristic equation  are  

called eigenvalues (Thomson W. T. 1975), so  it  is  possible  to  find  the eigenvectors from the adjoint 

matrix ,  and  the complete  free vibration solution  is expressed also. The mode shape vectors has  very  

important properties and known as the orthogonality properties which are described by ( Meirovitch  L. 

1975), so  the most   common  normalization  scheme has been used in modal analysis to normalize the 

modes with respect  to  the  mass matrix  [ .The global  displacement  vector  and  matrices has been 

defined as:     

   ,     ,                                                       (32)        
  

   The summations  represent the assembly procedure as shown in  Fig.(6), where the matrix  rows and 

columns  has  been  reordered  to  facilitate assembly  , then  the structural mass and stiffness matrices 

has been banded. The assembly procedure can be easily modified  to  accommodate  different types of 

rotor systems, and the assembly method  which  described  in  Fig.(5)  assumes  cantilevered boundary 

conditions between  each element,  so the boundary conditions between two elements  states   that the 

displacement, slope  and twist are continuous at the nodes  as : 

 

                                                                                                                                                                                                                                                                                                       

 

   

         

                              (33) 

     

                      Fig. (6) The assembly procedure 
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 APPLICATION OF KINEMATICS BOUNDARY CONDITIONS: 
   Kinematic  boundary  conditions are applied to the global matrices, and the  rotor model assumes that 

the blade  is cantilevered  at  the root,  so the degrees of freedom (w, w' and ) are constrained, and the 

corresponding  rows  and columns are removed from the FEM.   

 

DAMAGE MODELS: 

   The distributed stiffness fault is modeled as a 10% and 20% reduction in blade bending and torsional 

stiffness, but for the crack form the damaged element of the beam is modeled with two  nodes and  two 

degrees of freedom(transverse displacement and slope) at each node, where the goal is to  find  a  beam  

finite element that represents the effects of a crack in a beam as shown in Fig(8).In this study  the finite 

element model for the cracked beam with an one-edge and non-propagating was proposed by Qian et al 

and also used by(Cacciola et al 2003), so a crack  affects the bending stiffness of  the blade only. 

 

STIFFNESS MATRIX OF THE CRACKED ELEMENT: 

   An element stiffness matrix of  a beam with  a crack  has  been  formulated  and  then a finite element  

model of a cracked beam has been developed. The strain energy of an element without a crack is: 
 

 =                                                                      (34) 

 

    The flexibility coefficients are expressed by a stress intensity factor in   the linear elastic range using 

Castigliano  theorem, so the additional energy in the case of rectangular beam of height  h  and width  b   

due to the crack can be written as: 
 

                                                                                                (35)  

 

  Where  = E for plane stress, = E/  for plane strain and(a) is the crack depth, as well as by 

taking  into  account only bending,  so Eq. (35) leads to:  
 

                                                                                                         (36) 

   ,     ,                                             (37) 

 

  Where  are the stress intensity factors for opening type and sliding  type  of  cracks,  

due   to  M   and  P  respectively,  and   are the correction  factor ,  see Fig.(7). 

 
Mode I : opening mode     Mode  II :sliding mode 

Fig. (7) The modes of loading 

 

 ,      (38)     

  

   Where (S) is  the ratio  between  crack  depth  and  height  of  element  (a/h), so  the elements of the 

flexibility matrix   of  the undamaged element can be derived as : 
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                                                                                     (39)                   

   And the element of the additional flexibility matrix   are : 
 

                                                                                     (40) 

 

   Finally the total flexibility matrix for the element  with a crack  is : 
 

                                                                                                                             (41) 
 

   From equilibrium conditions the following matrix has been found:   
 

 =                                                                                                                    (42) 

 

   From  the principle of virtual work the stiffness matrix of cracked element can be written as : 
 

=         ,        = T                                                                  (43)                                                  

    

Then the stiffness matrix of cracked element can be written as: 
 

                                                                                                                                     (44) 

 

 
  Then:  

[       ,                                                                     (45)        

 [   ,                           (46)    

                              

  Where  the reordered  stiffness  matrix  for   cracked  element,  and  as  mentioned  that the 

damage does not alter the mass of the structure, so : 
 

Fig. (8) Cracked cantilever 

beam 

Fig. (9) Equilibrium conditions 

of a cracked element 
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                                                                                                                                   (47) 

                                                             

DAMAGE EFFECT ON MODAL PARAMETERS : 

   The free vibration analysis of a blade with and without damage has been performed, so the cantilever 

beam is an idealized model for a blade which described. The stiffness and  mass  matrices  will be used 

for a simple model of blade  for  analytical  study . The  following dimensions  and  material  properties 

of  the aluminum blade  are listed  in table ( 1 ) .  

 

Table (1) Material properties of the blade 

Blade length   (R) 0.594 m 

Blade width    (b) 0.037  m 

Blade height     (h) 0.0015   m 

Modulus of elasticity  (E)  62.1 GPa 

Modulus of rigidity  (G) 23.3 GPa 

Mass density  (ρ) 2700  Kg/m
3
 

Poisson’s ratio   (υ)  0.34 
 

DAMAGE SCENARIOS: 

   20 damage scenarios has been investigated and summarized in table (2), where in 1
st
  10 scenarios the 

damage  has  been  simulated  by  stiffness  reduction  of  assumed elements, and in 2
nd

 10 scenarios the 

damage has been simulated in the form of crack, so the finite element model of the blade has been used  

for the stiffness matrix of the cracked element which described  in chapter three.  For the finite element 

analysis the blade has been divided into  20  elements to locate the damage accurately. 

Table (2) Damage scenarios  

Damage scenarios Damaged element Stiffness reduction % a/h 

D1 1
st 

(0-0.0297)m 10 - 

D2 1
st 

(0-0.0297)m
 

20 - 

D3 5
th

 (0.1188-0.1485)m 10 - 

D4 5
th

 (0.1188-0.1485)m
 

20 - 

D5 10
th

 (0.2673-0.297)m 10 - 

D6 10
th

 (0.2673-0.297)m
 

20 - 

D7 15
th 

(0.4158-0.4455)m 10 - 

D8 15
th 

(0.4158-0.4455)m
 

20 - 

D9 5
th

 & 10
th

 
 

10 - 

D10 5
th

 & 10
th

  20 - 

C1 1
st 

(0-0.0297)m - 0.1 

C2 1
st 

(0-0.0297)m
 

- 0.2 

C3 5
th

 (0.1188-0.1485)m - 0.1 

C4 5
th

 (0.1188-0.1485)m
 

- 0.2 

C5 10
th

 (0.2673-0.297)m - 0.1 

C6 10
th

 (0.2673-0.297)m
 

- 0.2 

C7 15
th 

(0.4158-0.4455)m - 0.1 

C8 15
th 

(0.4158-0.4455)m
 

- 0.2 

C9 5
th

 & 10
th

 
 

- 0.1 

C10 5
th

 & 10
th

  - 0.2 
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ROTATION SPEED EFFECTS ON MODAL PARAMETERS : 

   The purpose of this  section is  to study  the centrifugal effect  on detection  methods,  so four rotation 

speed scenarios has been assumed for two speed of rotation as listed  in table (3),  where  the  first  two 

scenarios  associated  with  the stiffness  reduction conditions and  the second  two scenarios associated 

with the crack conditions . 

Table (3) Rotation speed scenarios 

Rotation speed 

scenarios 

Damaged element a/h Stiffness 

reduction % 

Ω 

rad/sec 

SD1 5
th
 (0.1188-0.1485)m - 20 0 

SD2 5
th
 (0.1188-0.1485)m

 
- 20 30 

SC1 5
th
 (0.1188-0.1485)m 0.2 - 0 

SC2 5
th
 (0.1188-0.1485)m

 
0.2 - 30 

 

METHODS OF DAMAGE DETECTION: 

   These techniques commonly employed are based on vibration measurement, so in these methods  the 

damage has been detected from alternations in dynamic parameters for healthy and damaged states , so 

these methods are : 

1. Methods based on changes in frequencies and mode shapes like: 

a. Changes in Natural Frequencies . 

b. Eigenparameter Method . 

c. Residual Error Method in The Movement Equation . 

2. Methods Based on The Mode Shape Curvature ( Mode Shape Curvature Method). 

 

A. CHANGE IN NATURAL FREQUENCIES : 

    Modal  frequency  shift  was  presented  as  a common damage indicator ,  this  section  explores  the 

applications  and  limitations  of  using  modal  frequency  shifts as damage indicators in rotating blade, 

where the eigenvalue problem of  the undamaged and damaged  structure  has  been  estimated by 

using characteristic equation (Thomson 1975) .  

 

B. EIGENPARAMETER METHOD : 

   The eigenparameter method  was proposed by(Yuen 1984), to detect and locate the damage in a 

cantilever beam, so the eigenequation for undamaged and  damaged cantilever can be written as: 

 ([  [ {  = 0  ;   ( [  ]   [  ] { = 0                                                  (48)         

  The eigenvalue is chosen in normalized form of damage,  and  the following eigenparameters has 

been estimated in the analysis : 
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{  } =                                                                                                                    (49)                

 

C. RESIDUAL ERROR METHOD IN THE MOVEMENT EQUATION: 

  The Residual error method  in  the movement  equation  was  proposed  by Genovese,  and  also  used  

by  (Brasiliano  2003). This  method  is used to identify a damage present in a structure and locate it 

by observing the error present in the movement equation:  

Er=[ [  ([ [ )                                                                                                      (50) 

Er= [ ………… ]                                                                                                    (51) 

 [u
*
]=[{ u

(1)*
} { u

(2)*
} { u

(3)*
} ..........{ u

(n)*
}]                                                                                (52) 

                                                                                                        (53) 

   Each column of matrix Er is a vector corresponding to one mode shape and each value of this  vector 

represents the error that occurs in some positions of the blade. 

 

MODE SHAPE CURVATURE : 

   This  method  was  proposed by ( Pandey et al.1991) ,  and  also  used  by  (Herrera 2005) ,  so  this 

method  demonstrate  that   the  absolute  changes  in  mode  shape  curvature  can  be  used  as  a  good  

indicator for damage presence of FEM beam structures. The curvature  values has been computed from  

the displacement  mode  shape by using  the central difference approximation for mode i  and DOF q: 

 

{ =   ; { =                                            (54)                                                                                                    

=                                                                                                         (55) 

 

RESULTS AND DISCUSSION:         

  The present study is based on bending  mode  only,  where  the cracked  element  associated  with  the 

bending mode and only the translation degrees of freedom along the perpendicular  axis to the elements 

(vertical DOF in the blade)has been considered,where the rotation degrees in an experimental work are 

not  obtained  because  of   the difficulty  in their measurement. As well as the torsion mode affected by  

rotation speed less than bending mode, for these reasons this study is concentrated on the bending.  



Journal of Engineering Volume   16   September   2010 Number 3 
 

 

 5562 

DAMAGE EFFECT ON MODAL PARAMETERS :   

  The  first  five  natural  frequencies  for  the blade at Ω = 0 (rad/sec) and at Ω = 30 (rad/sec) has been 

tabulated  in  tables  (4)  and  (5)  for  assumed scenarios.   

Table (4) Natural frequencies for the blade at Ω = 0 (rad/sec) 

scenarios 1
st
 mode 2

nd 
mode 3

rd
  mode 4

th 
mode 5

th
 mode 

Present undamaged 20.6939 129.6868 363.1318 711.6263 1176.5 

D1 20.4826 128.5971 360.5878 707.5026 1170.8 

D2 20.2271 127.3253 357.7042 702.9457 1164.7 

D3 20.5847 129.68 362.13 708.3462 1173.8 

D4 20.4506 129.6717 360.9180 704.4352 1170.7 

D5 20.6626 128.9964 363.0529 708.1019 1175.5 

D6 20.6236 128.1537 362.956 703.8758 1174.3 

D7 20.6908 129.3639 360.8984 709.054 1176.2 

D8 20.6868 128.9621 358.1819 706.01 1175.8 

D9 20.6272 129.3548 362.6206 708.3669 1174.7 

D10 20.5539 128.9901 362.0612 704.8110 1172.9 

C1 20.6851 129.6410 363.0250 711.4557 1176.3 

C2 20.6592 129.5061 362.7112 710.9558 1175.6 

C3 20.6894 129.6867 363.0910 711.4889 1176.4 

C4 20.6761 129.6865 362.9703 711.0838 1176.1 

C5 20.6926 129.6581 363.1296 711.4793 1176.5 

C6 20.6888 129.5736 363.1229 711.0457 1176.4 

C7 20.6938 129.6735 363.0391 711.5199 1176.5 

C8 20.6934 129.6344 362.7652 711.2064 1176.5 

C9 20.6881 129.6581 363.0887 711.3419 1176.4 

C10 20.671 129.5733 362.9615 710.5092 1175.9 

Frequency decreasing% 0-2.3 0-1.85 0-1.51 0-1.23 0-1.01 
 

Table (5) Natural frequencies for the blade at Ω = 30 (rad/sec) 

Scenarios 1
st
 mode 2

nd
 mode 3

rd
 mode 4

th 
mode 5

th
 mode 

Undamaged 38.4810 150.5482 384.6151 734.0786 1199.6 

D1 38.2927 149.5488 382.1778 730.0604 1194 

D2 38.0690 148.3912 379.4244 725.6270 1188 

D3 38.4343 150.5407 383.7020 730.9727 1196.9 

D4 38.3774 150.5314 382.5917 727.2765 1193.9 

D5 38.4732 149.9810 384.5330 730.7424 1198.5 

D6 38.4635 149.2921 384.4325 726.7488 1197.3 

D7 38.4804 150.2511 382.4578 731.6352 1199.3 

D8 38.4795 149.8832 379.8411 728.7463 1198.9 

D9 38.4550 150.2743 384.1418 730.9915 1197.8 

D10 38.4266 149.9741 383.6247 727.6265 1195.9 

C1 38.4732 150.5061 384.5129 733.9127 1199.3 

C2 38.4499 150.3824 384.2125 733.4265 1198.7 

C3 38.4791 150.5480 384.5776 733.9484 1199.4 

C4 38.4734 150.5476 384.4669 733.5645 1199.1 

C5 38.4807 150.5246 384.6126 733.9394 1199.5 

C6 38.4798 150.4550 384.6053 733.5288 1199.4 

C7 38.4810 150.5360 384.5255 733.9777 1199.6 

C8 38.4809 150.4999 384.2606 733.6803 1199.5 
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C9 38.4788 150.5245 384.5751 733.8092 1199.4 

C10 38.4721 150.4545 384.4571 733.0145 1199 

Frequency decreasing% 0-1.07 0-1.43 0-1.34 0.013-1.15 0-0.97 

    

 The shifting  in natural  frequencies  at (Ω=30 rad/sec)is smaller than the shift at (Ω=0 rad/sec)where 

the centrifugal effect stiffening the blade so the effect of damage becomes smaller, so the indication for 

damage presence is clearest at  (Ω=0  rad/sec).  It is  clear  also  that  the maximum shifting occurred at 

the  scenario D2(clearest scenario as it has been mentioned) for the first five natural  frequencies where 

D2 has the severest damage value and the nearest damaged element to the fixed end. 

DAMGE SEVERITY EFFECT: 

    The first three natural frequencies have  been observed for variant damage severity (from 5% to 60%  

stiffness reduction and crack depth) at 1
st
 element.  It was observed that 1

st
 natural frequencies decrease 

when the damage severity(stiffness reduction,crack depth)increase, and it was observed also that the, so     

it is clear also from Fig.(10)that the natural frequencies affected by stiffness reduction more than crack. 
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ROTATION  SPEED  EFFECT ON NATURAL FREQUENCIES FOR UNDAMAGED BLADE: 

   In order to investigate the effect of the rotation speed nine values have been used (10- 90)rad/sec, and  

it was clear from Fig.(11) that the natural frequencies increase by rotational speed increasing  where 

the centrifugal force stiffening  the blade (due to presence of   terms). 
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CHANGES IN NATURAL FREQUENCIES: 

    The measurement  of  natural frequencies is the first method to detect the damage, so the results have 

been tabulated in tables(4)and (5).  It  is  clear from these results that the shifting in natural frequencies  

Fig.(10) Relative natural frequencies 

and relative damage severity and crack 

depth (1
st
 mode) 

 

Fig. (11) The relation between natural 

frequencies and rotation speed 
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is insufficient detection indicator especially at Ω=30 (rad/sec), so changes  in natural frequencies being 

more small when the damaged zone shifted  toward free end. 

EIGENPARAMETER METHOD: 

     For the first mode the slope starts at the damaged location  and this slope becomes steeper  when the 

damaged location shifted closer to the fixed end, where the maximum bending has been occurred at 

this point and when the damage being more sever as shown in Fig.(12)and(13). This method is efficient  

for  damage identification  for  the cases of  single damages.  In the cases of multiple damage the 

method is ineffective, where this  method  is  able  to locate the damage at one location only, as shown 

in Fig.(14) and (15). 

    Fig(12) Eigenparameter for D1,D2 (1
st 

mode)                       Fig.(13) Eigenparameter for D3,D4 (1
st 

mode) 

  Fig.(14) Eigenparameter for D9,D10 (1
st 

mode)              Fig.(15) Eigenparameter for C9,C10 (1
st 

mode) 

 

RESIDUAL ERROR METHOD IN THE MOVEMENT EQUATION: 

    Error has been presented in the movement equation for damage scenarios and for first three modes as 

shown in Fig.(16) to Fig.(19),  where a positive peak has been displayed at the damaged regions clearly 

and precisely for all investigated modes and scenarios (single and multiple damage).  It is clear that the 

indication for damage presence will be perceptible when the damage being more sever and closer to the 

fixed  end  where  the maximum  bending  has been occurred at this point.   
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MODE SHAPE CURVATURE: 

   The absolute differences between mode shape curvature of healthy and defected blade for the damage   

scenarios are plotted. For  the cases  of  single damage  the  maximum   difference for each mode shape 

curvature has been occurred at damaged zone as shown in Fig.(21)and(22) except scenarios (D1,D2,C1 

and C2)where the differences of mode shape curvature are localized near  the damaged zone (not at the 

damaged zone)  and  it is a difficult task to detect the damage which locates close to the fixed end as in 

Fig(20),For the cases of multiple damage it has been able to locate the damage at two zone,see Fig.(23)  

Fig.(18) Residual error for C7,C8 (1
st
 
 
mode) 

 

  Fig.(19) Residual error for C9,C10 (1
st
 
 
mode) 

 

Fig.(16) Residual error for D1,D2 (1
st
 
 
mode) 

 

Fig.(17) Residual error for D3,D4 (1
st
 
 
mode) 
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ROTATION SPEED EFFECT ON DETECTION METHODS:  

   The effect of rotation speed on detection methods has been investigated for rotation speed scenarios 

which listed in table (3) for the first mode only because it  is  the clearest  mode to present the facts as 

shown in Fig. (24-26) . 

    The effect of rotation speed  has been investigated on the first  method  (as in tables(4) and (5))  and 

on the other used methods at two values of  (0 and 30) rad/sec, as shown in Fig.(24-26).  It is clear 

that the identification  for damage presence under non-rotating conditions  noticeable,  compared  with   

the   identification  under rotating conditions, where the centrifugal effect stiffening the blade. 

 

Fig.(20) Absolute diff. for C1,C2 (1
st
 
 
mode) 

 

Fig.(21) Absolute diff. for C3,C4 (1
st
 
 
mode) 

 

Fig.(23)Absolute diff. for D9,D10 (1
st
 
 
mode) 

 

Fig.(22) Absolute diff. for C5,C6 (1
st
 
 
mode) 
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CONCLUSIONS 

     The main  conclusions  of  the present  work   according  to  the  results  may  be summarized as:  

 The shifting    at   natural   frequencies   only   are   insufficient  to  detect  the damage , so these 

frequencies affected by crack depth and stiffness  reduction imperceptibly,  specially  when   

the damage located far from fixed end, as well as the decreasing in natural frequencies only can 

not locate the damage .  

 The maximum decreasing occurred for the natural frequencies at the severest damage value and  

the nearest  damaged  element  to  the fixed  end ,  and  these frequencies decrease with damage 

accumulation.   

 For the same values of damage percent and crack ratio ; the indication  for   the damage  percent  

case  is clearer than the indication for the crack ratio case.   

 The natural frequencies increase  when  the rotational  speed  increasing , where  the centrifugal   

force stiffening the blade, so the indication for damage presence under non- rotating  conditions 

is  clearer than   the  indication  under  rotating  conditions . 

 Residual  Error Method in The Movement Equation is very efficient for damage identification, 

where this method has the ability to identify   the damage succefully for the cases of single and 

multiple damage , so  it is effective method to detect and locate the damage.  

Fig.(24)Eigenparameter for SD1,SD2 

 

  Fig.(25) Residual error for SD1,SD2  

 

Fig.(26) Mode shape curvature for SC1,SC2  
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ABSTRACT: 

Analytical model is used in this paper to predict the load carrying capacity of structural 

concrete members under flexural and normal force which can be concentric or eccentric. The 

analysis is based on requirement of equilibrium and compatibility of strain in concrete and steel or 

FRP. The adopted model is based on the real stress - strain diagrams for materials. In accordance 

with this model, the member cross section is covered by a mesh with the smallest cells. After that, 

stress or strain is determined in each cell and the integral is substituted by the process of summation 

to define the elements of stiffness matrix. The force vectors equations have nonlinear behaviour. 

However, in this model, these nonlinear equations are changed to linear equations using the 

iteration methods with fixity of secant modulus of elasticity in each iteration cycle. In this paper, 

FORTRAN computer program language is used to compute the force and strains vectors. The 

comparison between the analytical results obtained from the used model and experimental data for 

other researchers is performed. The analytical model is giving a reasonable agreement between the 

theoretical and experimental results. 

 

 المنحنية المسلحة بالألياف البوليميرية لأعضاء الخرسانيةتحليل ا

 
 ;الخلاصة

نموذج تحليلي لتحديد السعةة الحمليعة لةنر عر الارسعرنية ائنةعرلية المةرنعة ل نحنعر  أفي هذه الورقة البحثية تم أقتراح 
ان والتوافععف فععي ائنتةععرال فععي الارسععرنة ان طبيةععة التحليععت تةتمععد ولععلأ ةععروط ائتععا. والقععوا المحوريععة مر ايععة اوزيرمر ايععة

ان أسععلوا الحععت وفقعع  . يسععتند ائنمععوذج المسععتادم ولععلأ الماططععرل البيرنيععة الحقيقيععة ال رملععة لتةععوه الارسععرنة والحديععد. والحديععد
 بةععد ذلععخ يماععذ متوسععط. ل نمععوذج المقتععرح يةتمععد بةعع ت أسرسععي ولععلأ تاطيععة المقطععا الةرنععي بةععب ة ذال ا يععر  ععايرا  ععد 

ائ هعردال اوائنتةعرال فعي حعدود  ععت اليعة وبرلتعرلي يعتم ائنتقععرت معن الت رمعت التترنعلي الععلأ الم معو  الت عرملي لتحديعد ونر ععر 
من  هة أاعر،  فعرن المةعردال الرليسعية لمت هعرل القعو، لهعر  عتة ا اطيعة  اا أنعل يعتم فعي النمعوذج . م توفة   دا المقطا

طية اللأ مةردال اطية برستادام الطرف الت رارية ما تثبيل مةرمت المرونة القرطةي اع ت  عت المدروس تحويت المةردال ال ا
تمعل مقررنعة النتعرلج . لتحديد مت هة القعو، واانتةعرال الاطيعة بلاة فورتران استادم برنرمجفي هذه الورقة البحثية . دورا ت رار

ولعوح  ان ائنمعوذج التحليلعي يةطعي توافعف مةقعوت بعين . معن البعرحثينالمستح لة من هعذا ائنمعوذج معا النتعرلج الماتبريعة لةعدد 
 .النترلج الن رية والماتبرية

KEYWORDS: Flexural Member, Fibre Reinforced Polymer, Ultimate Moment Capacity, 

Moment-Curvature diagram 
 

INTRODUCTION 

 

Conventional concrete structures are reinforced with nonprestressed and/or prestressed steel. 

The steel is initially protected against corrosion by the alkalinity of the concrete, usually resulting in 

durable and serviceable construction. For many structures subjected to aggressive environments, 
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such as marine structures, bridges and parking garages exposed to deicing salts, combinations of 

moisture, temperature and chlorides reduce the alkalinity of the concrete and result in the corrosion 

of reinforcing and prestressing steel. The corrosion process ultimately causes concrete deterioration 

and loss of serviceability. To address corrosion problems, professionals have turned to alternative 

metallic reinforcement, such as epoxy-coated steel bars. While effective in some situations, such 

remedies may still be unable to completely eliminate the problems of steel corrosion (cited in ACI 

440H, 2000). 

Recently, composite materials made of fibres embedded in a polymeric resin, also known as 
fibre-reinforced polymers (FRP), have become an alternative to steel reinforcement for concrete 
structures. Because FRP materials are nonmagnetic and non-corrosive, the problems of 
electromagnetic interference and steel corrosion can be avoided with FRP reinforcement. 
Additionally, FRP materials exhibit several properties, such as high tensile strength, that make them 

suitable for use as structural reinforcement (Dolan et al., 1999). 

 

STRESS-STRAIN MODEL FOR MATERIALS 

 

In 1986, Korpenko (Korpenko et al., 1986) suggested a relationship to predict the stress-

strain diagram for concrete and steel under unaxial loads. This relationship unified the stress-strain 

diagram represented for concrete in tension or compression and all types of steel (mild or high 

strength steel). 

Let: 

m

m
m σ

σ
σ

ˆ
~ =          ;        

m

m
m ε

ε
ε

ˆ
~ =                                                                                                (1) 

where: 

mσ
~ , mε

~ : relative level of stress and strain, respectively; 
mσ̂ , 

mε̂ : stress and strain at the peak of 

stress-strain diagrams for materials (concrete and steel); 
mσ  , 

mε : stress and strain for materials 

(concrete or steel); m : represents the parameters for concrete and steel, ( t,cm = : represents the 

compression or tension in concrete, respectively. f,ps,sm  : represents the nonprestressing, 

prestressing steel or fibre reinforced polymer, respectively). 

The nonlinear behaviour of the stress-strain diagram for materials (concrete or steel) can be 

represented by the following expression (Korpenko et al., 1986): 

 

                                                                                                                (2) 

 

where: 

mΕ : initial modulus of elasticity for material (concrete or steel); 
mν : coefficient of elastic strain 

(represents the elastic strain to the total strain) (Korpenko et al., 1986). 
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Where (Korpenko et al., 1986):     
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where: 

el,mσ : proportional limit of material; el,mσ
~ : relative level of proportional limit of material; 

mν̂ : 

coefficient of elastic strain when the stress 
mσ  reaches the ultimate stress 

mσ̂ ; oν : coefficient 

depended on relative level stress for material; 
m2m1 e,e : coefficient depending on type of material 

(steel or concrete). 

 

1m2m e1e -=                                                                                                                                   (5) 

 

To use Eq.(3), the 
m1e  must be less than 2 (Korpenko et al., 1986). 

 

Stress-Strain Model for Concrete 

 

The stress-strain diagram of concrete (Fig.1) is represented using Eq.(2) and Eq.(3) by 

taking the following expressions for coefficient 
mv and 

c1e  (Korpenko et al., 1986): 

          

1εν2.05 ν

1ε              ;                 1ν
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~;ˆ

~
                                                                                   (6) 

 

1ε              ;       0.138ν1.95 e

1εν 1.821.72e
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
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~ˆ

~;ˆ
                                                                                 (7) 

 

where: 

c̂ : stress at the peak of stress-strain diagram for concrete; 
c̂ : strain at the peak of stress-strain 

diagram for concrete; 
c̂ : coefficient of elastic strain when 

cc ̂  ; 
c : initial modulus of 

elasticity for concrete; o : coefficient that depends on the stress level of concrete; 
c1e : coefficient 

that depends on type of materials. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Stress-strain diagram for concrete (Oukaili, 1998) 
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Stress-Strain Model for Steel 
 

In addition to the general mechanical properties in concrete and steel which are required to 

simulate the    diagram; steel has special mechanical characteristics such as yield stress
y  or 

2.0 and yield strain 
2.0 and coefficient of elastic strain

2.0 . 

The elastic stress for high strength steel (Fig.2a) is determined by: 

 

0.2elels,
σ βσ                                                                                                                                     (8) 

 

Where: 

2.0 : stress for steel at yield state; 
el : coefficient that depends on steel type.                                                         

The coefficient 
s1e can be found from equation below (Korpenko et al., 1986): 

 

2
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ˆ
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                                                                                       (9) 

 

In mild steel the linear branch until proportional limit is determined using Eq.(2) with taking 

1ν
s
 . 

When the stress-strain diagram for mild steel is represented, the yield plateau is observed 

(see Fig.2a). In this Figure
s̂ , s̂  represent the stress and strain in the end yield plateau, and 

determined as follows (Korpenko et al., 1986): 

y0.2y
s

s

sys
σ 0.99σ;λ

Ε

σ
εσ 1.03):(1.01σ 

ˆ
ˆ;ˆ                                                           (10) 

 

where: 

y : length of yield plateau depends on steel type (0.008-0.015). 

After the yield point, mild steel will undergo a period of strain hardening, in which the stress 

slowly increases with a rapid increasing of strain up to rupture. The strain hardening region is 

represented using Eq.2; Eq.3; and Eq.9, with taking: point c to complete the strain hardening 

diagram (Fig.2b), its coordinate is (Korpenko et al., 1986): 
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                                       (a)                                                                       (b) 

Figure 2: Stress-strain diagrams for (a) mild steel, (b) high strength steel (Oukaili, 1998) 

 

Fibre Reinforced Polymer (FRP) Model 

 

For FRP materials, an ideal elastic behaviour is assumed until the failure (Pešić and 

Pilakoutas, 2005) (Fig.3) and the unaxial tensile stress-strain (
ff   ) relation is simply given 

by: 

 

fff εΕσ         ,             fuf εε0                                                                                           (13) 

 

where: 

f : elastic modulus for FRP; 
f  : strain for FRP; 

fu  : strain at rupture. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Stress-strain diagrams for FRP (Pešić and Pilakoutas, 2005) 
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COMPARISON BETWEEN KORPENKO MODELS WITH EXPERIMENTAL RESULTS 

FOR CONCRETE 

 

        The analysis and design of structural concrete depend on the prediction of stress-strain 

relationship for concrete in compression. According to that, there is a mathematical model in the 

present study to predict the stress-strain diagram for concrete under unaxial load. It is compared 

with actual experimental data which are collected from the following works: Wang et al., 1978; 

Nilson et al., 1986; and Tasnimi, 2004. These data are classified into three groups according to 

strength: low strength concrete (LSC), normal strength concrete (NSC), and high strength concrete 

(HSC). Fig.4 illustrates detailing comparison between of Korpenko´s stress-strain relationship and 

the experimental data for the LSC, NSC, and HSC and the comparison between the analytical and 

experimental data shows good agreement. 

 

COMPARISON BETWEEN KORPENKO MODELS WITH EXPERIMENTAL RESULTS 

FOR STEEL 

 

Korpenko´s analytical steel model for mild and high strength steel is compared with experimental 

data. In mild steel the experimental data collected from the following studies: Goto et al., 1998; and 

Cho et al., 2004, while the experimental data for high strength steel collected from: Leax et al and 

Canfield, 2005. The Fig.5 demonstrates these comparisons and a good agreement between the 

analytical and experimental results can be observed. 
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Figure 4: Comparison of proposed model with experimental data to LSC, NSC, HSC 

 

 

 
 

    
 

Figure 5: Comparison of proposed model with test data for mild steel and high strength steel 
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DERIVATION OF ANALYTICAL RELATIONSHIPS TO PREDICT THE LOAD OR 

MOMENT CAPACITY FOR STRUCTURAL CONCRETE MEMBERS 

 

The analytical model adopts the following assumption (Oukaili, 1998 and Oukaili and Akasha, 

2002):       

 Cross section is designed to resist the shear and the failure dose not occur because of this 

effect; 

 Linear strain distribution is assumed for across the section depth (Navier law); 

 To determine the strain during all load levels until failure, the section between two cracks is 

assumed; 

 The model is based on real stress-strain diagrams for concrete (subjected to tension or 

compression) and steel;  

  Steel and concrete are behaving as nonlinear elastic materials; 

 Total stresses are associated with total strains in concrete and steel by secant modulus of 

elasticity; 

In addition to the assumption above it is assumed that (ACI440, 2000) 

 The tensile behaviour of the FRP reinforcement is linearly elastic until failure; 

 Prefect bond exists between concrete and steel or FRP reinforcement. 

The analysis is based on the requirement of equilibrium and compatibility of strain in concrete and 

steel or FRP. The equilibrium equations take the following form: 
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where: 

 : axial force; 
x : bending moment in  direction; 

y : bending moment in  direction; 
c : 

concrete area; cσ , 
si , 

psi , 
fi : the stresses in concrete, nonprestressing steel, prestressing steel, 

and fibre reinforced polymer (FRP), respectively; m, n, j: number of nonprestressing steel, 

prestressing steel, and FRP, respectively; 
si , 

psi , 
fi : area of nonprestressing steel bars, 

prestressing steel bars, and FRP elements,  respectively (Fig.6); six , 
siy , 

psix , 
psiy , 

fix , 
fiy : 

distance from the centre of gravity of nonprestressing steel, prestressing steel, and FPR to the local 

coordinate axes, respectively (Fig.7). 
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         Figure 6: Cross section for member                                   Figure 7: Positive sign for forces on 

                                                                                                        the cross section 

 

The physical relationship is used to determine the stress, which is shown as follows: 

 

ενΕεΕσ                                                                                                                                  (15) 

 

where:  

 : secant modulus of elasticity for materials;  : coefficient of elastic strain. 

         According to Bernoullisۥ  theory "the plane cross-section before loading remains plane after 

loading", the strain in any point is expressed as follows (Oukaili, 1998 and Oukaili and Akasha, 

2002): 

 

xyKyxKoεomεε                                                                                                                (16) 

where: 

εom : initial strain in materials (concrete , nonprestressed steel, prestressed steel, and FRP) resulted 

from effective prestressing force, εo : strain that result from axial load. 

Kx: curvature in Y-direction, Ky: curvature in X-direction, x, y: distance between centre of gravity 

for concrete, prestressing steel, and nonprestressing steel and the local coordinate axes. 

The substitution of Eq.(15) and Eq.(16) in Eq.(14) results in:              
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where: 
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The direct integration to determine the stiffness matrix elements is not defined 

mathematically, because secant modulus of elasticity depends on the strain value for material. For 

that, the numerical integration method is used to determine the stiffness matrix element. In 

accordance with this model, the member cross section is covered by a mesh with the smallest cells. 

After that, stress (strain) is determined in each cell and the integral substituted by the process of 

summation to define the elements of stiffness matrix (Oukaili and Akasha, 2002). 

The force vectors equations (Eq.17) have nonlinear behaviour. However in this model, these 

nonlinear equations are changed to linear equations using the iteration methods with fixity of secant 

modulus of elasticity in the current iteration cycle (Oukaili, 1998). So that, the stiffness matrix 

elements take the following form: 
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Where: 

11C : axial stiffness, which depends on loading level and geometric properties of the cross section; 

12C : axial-flexural stiffness, due to axial force (compression or tension) and bending moment in Y-

direction, which depends on the geometric properties of cross section, stress-strain condition and 

the location and direction of selected coordinates axes; 
13C : axial-flexural stiffness, due to axial 

force and bending moment in X-direction; 
22C : flextural stiffness in Y-direction; 

23C : stiffness, 

due to bending in X and Y direction, which depends on geometric properties of the section and 

locations of selected coordinates; 
33C : flextural stiffness in X-direction; k : number of effective 

concrete cells; 
ci : the cross sectional area of the concrete cell i; 

cix , 
ciy : distance from the centre 

of gravity of the concrete cell i to the selected coordinates; m : number of nonprestressed 

longitudinal steel bar in the cross section; 
si : the cross sectional area of nonprestressed 

longitudinal steel bar i; 

six , siy : distance from centre of gravity for nonprestressed longitudinal steel bar i to the selected 

coordinates; n : number of prestressed longitudinal steel bar in the cross section; 
psi : the cross 

sectional area of prestressed steel bar i; 
psix ,

psiy : distance from the centre of gravity for 

prestressed longitudinal steel bar i to the selected coordinates; j : number of longitudinal FRP bar 

in the cross section; 
fi : the cross sectional area of the FRP bar i; 

fix ,
fiy : distance from the centre 

of gravity of longitudinal FRP bar i to the selected coordinates. 

The equation (17) can be rewritten in the following shape:  

 
     λ*CF                                                                                                                   (30) 

 

Where: 

   yx M,M,NF  :  load vector;  C :  section stiffness matrix;    Tyxo ,,   : axial strain 

vector. 

The stiffness matrix elements depend on the secant modulus of elasticity and the last 

depends on stress-strain diagrams. Therefore, Eq.(30) takes the following new shape: 

 

      λ*εCF                                                                                                                        (31) 
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The strain in cross-section determined by Eq.(16). Eq.(31) can take the new shape: 

 

      λ*λCF                                                                                                                        (32) 

 

In the nonlinear system, Eq.(5-32) represents a compatibility relationship which is used to 

determine the moment capacity of the structural concrete members. 

The analytical model is attributable to using discrete approaches and nonlinear analysis using 

modern electronic computers and using numerical methods (Oukaili and Akasha, 2002). Oukaili 

program (Oukaili, 1999) called SECTION is used in this paper. 

 

6. Structural Concrete Members Reinforced with Fibre Reinforced Polymer (FRP) Bars 

 

Simply supported beams for other investigators are examined to study the flexural behaviour 

of the structural concrete members reinforced with FRP bars. These beams are shown as follows: 

 

6.1 Aiello and Ombres (2000) 

 

Aiello and Ombres (2000) cast nine concrete beams reinforced with AFRP rebars for 

flexural tests to examine the failure load. The tensile reinforcement area is 176.7mm
2
. The beam 

spanning 2610 mm was subjected to four-point bending. The cross sectional geometry and test set-

up beam are as shown in Fig.8. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: Cross section and test set-up of beam A 

 

Average value of the tensile strength and modulus of elasticity of the rebars determined by 

standard tensile test, are 1506 and 50100 MPa, respectively. The average compressive strength of 

the concrete is 46.2 MPa. ACI 318 Committee (ACI 318, 2008) expression is used to determine the 

modulus of rupture and modulus of elasticity and shown as follows: 

  

 cf0.62rf                                                                                                                                 (33) 

cf4730cΕ                                                                                                                                (34) 

 

To determine the strain corresponding to the maximum stress oε the empirical equation 

assumed by Smith and Young (Smith and Young, 1956) is used and shown as follows: 
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For that, the compressive strain
oε , modulus of rupture and modulus of elasticity for 

concrete are 0.002, 4.214 and 32286 MPa, respectively.    

The analytical moment-curvature relationship at critical section is evaluated for beam A, 

which is shown in Fig.9. 

 

 
Figure 9: Theoretical moment-curvature diagram for beams A  

 

        Beam A failed experimentally at a bending moment of 22.84 kN.m. Analytical moment 

capacity is determined based on the used model in this study and the model recommended by ACI 

440H Committee; these moments are 21.17 kN.m and 19.062 kN.m, respectively. 

 

Dolan and Burke (2001) 

 

Two rectangular and T-section beams reinforced with prestressed CFRP bar were tested by 

Dolan and Burke (2001). Beam strawman 3 is studied in this section. This beam is simply supported 

and was subjected to four-point flexural testing. The cross section dimension and flexural testing of 

beam is shown in Fig.10. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10: Cross section dimension and flexural testing for strawman 3 

 

The measure compressive strength of concrete used in the beam is 31 MPa. The other 

mechanical properties of concrete are determined using the same empirical equation in section 6. 1. 
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Therefore, the calculated value of the compressive strain 
oε , modulus of rupture and modulus of 

elasticity is 0.0019, 3.452, 26336 MPa, respectively. The mean tensile strength of FRP is 1862 

MPa, and the mean modulus of elasticity for the CFRP bars is 146 GPa. The tensile reinforcement 

area is 50.3 mm
2
 and the initial prestressing force is 53.4 kN. 

The analytical moment-curvature diagram for Strawman 3 beam is shown in Fig.11. 

 

 
Figure 11: Theoretical moment-curvature diagram for beam strawman 3  

 

Strawman 3 beam is failed experimentally at moment 19.1 kN.m, while the moment from 

the used model and Burke and Dolan is 18.856 and 18.293 kN.m, respectively. 

 

STRUCTURAL CONCRETE MEMBERS REINFORCED WITH FIBRE REINFORCED 

POLYMER (FRP) PLATE 

External reinforcement with nonprestressed and prestressed FRP plate for simply supported 

concrete beams under flextural test for many investigators are used in this study. Detailed study for 

some beams is shown as follows: 

 

Nguyen et al. (2001) 

 

Simply supported beams strengthened with CFRP plate were studied by Nguyen et al. 2001. 

A1500 beam has 120 × 150 mm cross section and 1500 mm length, this beam is subjected to four 

point loads. Detail of the beam and test loading is shown in Fig.12. 
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The tension and compression reinforcement areas of the beam are 236 and 56.5 mm
2
. The 

CFRP plate of 80 × 1.2 mm cross section is used. The compressive strength of concrete is 44.6 

MPa. Table (1) presents the mechanical properties for materials. 

 

Table (1): Mechanical properties of materials 

 

Materials 

 

Reinf. 

Area 

mm
2
 

Yield 

Strength 

MPa 

Ultimate 

Strength 

Mpa 

Modulus 

of 

Rupture 

MPa 

Modulus 

of 

Elasticity 

GPa 

Ultimate 

Strain 

Strain at 

Maximum 

Stress 

CFRP plate 96 - 3140 - 181 - - 

Tension 

reinforcement 

bar  

 

236 

 

384 

 

461* 

 

- 

 

200* 

 

0.17* 

 

- 

Compression 

reinforcement 

bar 

 

56.2 

 

400 

 

480* 

 

- 

 

200* 

 

0.17* 

 

- 

Concrete - - 44.6 4.141
†
 31.588

†
 

-
 0.002

†
 

†
assumed ( cf0.62rf  ,

5
10168)cf (0.71

0
ε

 , cf4730cΕ  ) * assumed 

 

The moment-curvature of this beam is shown in Fig.13. 

 

 
Figure 13: Theoretical moment-curvature diagram for beam A1500  

 

        The beam A1500 failed at the experimental applied moment of 25.96 kN.m. While, the 

ultimate moment from the used model and ACI 440H Committee is 23.066 and 18.311 kN.m, 

respectively. 

 

Zou et al. (2005) 
 

Zou et al., (2005) has studied the flexural behaviour of five reinforced concrete beams 

strengthened by prestressed CFRP. Three of these beams are used in this study. All beams have the 
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same dimension of 100 × 150 × 2200 mm (width × depth × length). The clear span 2000 mm of the 

beams have been loaded by two equal forces. The cross section dimension and test of set-up are 

shown in Fig.14. 

 

 

 

Figure 14: Cross section dimensions and flexural testing 

 

The average compressive strength of concrete is 19.92 MPa for three specimens. The area of 

CFRP sheet used is 90 mm wide with an average thickness of 0.167 mm and the initial prestressing 

force is 22 kN. Table (2) shows details of mechanical properties for materials. 

 

Table (2): Mechanical properties for materials 

 

Materials 

 

Reinf. 

Area 

mm
2
 

Yield 

Strength 

MPa 

Ultimate 

Strength 

MPa 

Modulus 

of 

Rupture 

MPa 

Modulus 

of 

Elasticity 

GPa 

Ultimate 

Strain 

Strain at 

Maximum 

Stress 

CFRP plate 15.03 - 2941 - 207.2 - - 

Tension 

reinforcement 

bar  

 

101 

 

309.9 

 

372* 

 

- 

 

224.5 

 

0.17* 

 

- 

Compression 

reinforcement 

bar 

 

25 

 

595 

 

714* 

 

- 

 

201.2 

 

0.2* 

 

- 

 

Concrete - - 19.92 2.767
†
 21111

†
 - 0.00182

†
 

†
assumed ( cf0.62rf  ,

5
10168)cf (0.71

0
ε

 , cf4730cΕ  ), * assumed  

 

Fig. 15 shows the moment curvature diagram for beam B5. 
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Figure 15: Moment-curvature diagrams for prestressed beam B5 

 

         Beam B5 has failed at moment 8.75 kN.m, while the ultimate analytical moment is 7.647 

kN.m. 

 

CONCLUSIONS 

 

 The modelling of materials presented in this study is good to represent the actual stress-

strain diagrams of LSC, NSC and HSC and mild and high strength steel.  

 The presented model gives good agreement with experimental results for the structural 

concrete member reinforced with nonprestressed FRP bar and plate.  

 A reasonable agreement between the analytical and experimental results of the structural 

concrete member reinforced with external FRP plate is observed.  
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ABSTRACT 

 This paper presents the design of a sliding mode controller for an uncertain model of a 

TORA system (Translational Oscillations with a Rotational Actuator) as a two DOF underactuated 

mechanical system. The switching function is selected to make the TORA system an asymptotically 

stable mass-spring system with a nonlinear damping effect when the sliding mode controller 

constrains the state to the sliding manifold. This sliding mode controller is derived here according to 

a new formula consisting of continuous and discontinuous parts. The main obstacle in the controller 

design is the uncertainty in the switching function, which appears in the controller formula. The 

sliding controller is found effective in bringing the system state to the neighborhood of the 

equilibrium point in spite of the uncertainty in the switching function. In addition, the chattering 

problem is solved via the use of approximate signum function. 

 

 :الخلاصة

حقى . راث دسجخقيٍ نهحشيقت كًُوىيقت ححقج انقذ    TORA ألحصًيى يسيطش رو شكم يُزنق  نًُوىيقت انبحث هزا يخُاول  

خطي ورنك عُذيا يحذد انًسيطش انحانت  لاَابط يسخقشة ي  يخًذ -كًُوىيت كخهت  TORA  ألاخخياس دانت انخبذيم نخجعم يُوىيت 

ء يسقخًش و جقزء ريقش  قي هقزا انبحقث حبعقا نصقيةت جذيقذة حخكقىٌ يقٍ جقز صقيةت انًسقيطش انًُزنق  اشقخقاقحى . زلاقلاَسطح ا إنى

وجذ انًسيطش انًُزنق  . نعقبت الأكبش  ي حصًيى انًسيطش هي انةًىض  ي دانت انخبذيم وانخي حوهش  ي صيةت انًسيطشإٌ ا. يسخًش

بالإظا ت إنى رانك حى حم . انةًىض  ي دانت انخبذيمعهى انشرى يٍ  الاسخقشاسيُطقت حجاوس َقطت  إنى عالاً  ي جهب حانت انًُوىيت 

  .شيبيت نذانت الإشاسةيشكهت الاسحجاج  باسخخذاو دانت حق

 

KEYWORDS: under actuated mechanical system, sliding mode controller, uncertainty  

 

INTRODUCTION 

Underactuated system is a mechanical system with number of actuators less than the number 

of configuration variables that describe the mechanical system behavior according to Euler-

Lagrange equation. The TORA system is a two DOF mechanical system where the mass-spring 

system is actuated via the rotation of an eccentric mass, as shown in Fig. 1. During the past decade 

many nonlinear controller design techniques were applied to the TORA system. Jankovic et. al. 

(Jankovic et. al. 1996) applied a passivity-based approach to the TORA system. Olfati-Saber 
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(Olfati-Saber 2001) transformed the underactuated system to a normal form that depends on the 

relative degree, and then applied known control strategies like the backstepping. The same approach 

of Olfati-Saber was applied by Qaiser et. al. (Qaiser et. al. 2007) to the TORA system. Zhong-Ping 

J. and Kanellakopoulos I. (Zhong-Ping and Kanellakopoulos 2000) proposed an observer/controller 

backstepping design in which one of the unmeasured state appears quadratically in the state 

equation. The backstepping approach applied to a nonlinear system assume exact system model. A 

complicated formula may result due to the application of the backstepping approach as reported in 

reference (Jankovic et. al. 1996).  

 

 

 

 

 

 

   

 

 

                      

 

 

   
The systems considered thus far are assumed certain systems. However, uncertainty is a 

major problem that has not been considered in controller design of underactuated systems thus far. 

Application of uncertainty is a unique, challenging and interesting research area (Spong 1997). In 

this work, the sliding mode controller design is accomplished for an uncertain TORA system model 

after transforming it to a form known as the regular form (Luk'yanov and Utkin 1981). A suitable 

switching function for the sliding controller is selected to constrain the system state to its zero-level 

(sliding manifold). A successful design implies that the dynamic of the underactuated system at this 

manifold is asymptotically stable. 

Uncertainty in system parameters of an underactuated system leads to many problems like 

the non-linearizability, difficulty in selecting an attractive surface and the uncertainty in switching 

function. An attractive switching surface is proposed in reference (Hameed 2007) based on the 

flatness property of the TORA system. In addition, using uncertain switching function in controller 

formula ensures only the state is constrained in a region about the equilibrium point (Hameed 

2007).   
The organization of this paper is as follows: the mathematical model is derived in section 

two. Section three is devoted to the design of a sliding mode controller which includes the selection 

of switching manifold based on flatness theory, the effects of using approximate signum function 

and the presence of uncertainty in switching function. The new sliding mode controller formula is 

presented in section four and the derivation are given in appendix (A). Section five presents the 

results and discussion of four numerical simulation tests and finally the conclusion is presented in 

section six. 

  

MATHEMATICAL FORMULATION 

As shown in Fig. 1, the TORA system consists of translational oscillating platform, which is 

controlled via a rotational eccentric mass. The inertia matrix, potential energy and the force vector 

(one-form) assume the following form (Olfati-Saber 2001); 

 

 
        , cos

2

1
,  ,  

cos

cos
02

2

2

22

221





dFgmrrKxxV

Irmrm

rmmm
M 












                                                           
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m1 
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Fig 1: The TORA system. 
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The dynamical equation of the TORA system are (Hameed 2007): 

 

             
  

               
 





















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





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u
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rgmmmKxrmrm

u
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sincoscossin
1

cos
      

cossinsin
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









                   (1) 

where,  

              0sincos
22

2222

2

21

22

22

2

221   rmImIrmmrmIrmmm  
 

 Corollary (3.1) in reference (Hameed 2007) proves that the TORA system is a flat system 

since 11m  is constant for the actuated shape variable. The flat output is given by; 

 sin
21

2















mm

rm
xy                                                                                                                  (2) 

Differentiating eq.(2) twice and with the aid of eq.(1) yields the underdetermined differential 

equation, i.e.; 

x
mm

K
y 














21

                                                                                                                              (3) 

Eliminating x  from eqs. (2) and (3), the underdetermined equation assumes the following form; 

 
 sin

2

21

2

21 mm

rKm
y

mm

K
y















                                                                                             (4) 

 The design of the sliding controller in the next item assumes the following statements; 

i. The output y  and its derivatives are assumed to be known precisely, which is an essential 

assumption. 

ii. The rest points for the TORA system in terms of the configuration variables  ,x  is the rest 

point set       ,:,0 .  

According to statement (ii), the controller must be able to translate the state from any condition (any 

perturbed condition) to the rest point set described here only. 

 

SLIDING MODE CONTROLLER DESIGN 

 The work reported in this section is based on the results of three propositions; namely 

propositions (4.2), (5.7) and (5.5) and lemma (5.1) of reference (Hameed 2007). The interested 

reader may refer to reference (Hameed 2007) for the proof of these propositions and the lemma. For 

convenience, however, only the proof of proposition (5.7) is presented here due to its importance. 

  

Selection of Switching Manifold  

 Selection of the switching manifold is the subject of proposition (4.2), (Hameed 2007). It 

states that; The selection of the function s ,where 
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 

ees

ykykqyfe








2100 ,

 , 

will globally asymptotically stabilizes the 2DOF flat underactuated mechanical system with sliding 

mode controller provided that: 0,)( 21 kki , and   00,0)( 00  oqqfii . 

A TORA system with this switching manifold becomes globally asymptotically stable 

(GAS) according to proposition (5.7), (Hameed 2007). The statement of this proposition is; 

Proposition: Consider the TORA system dynamic given by eq. (1), the sliding controller u  that use 

the following switching function: 

yce

ees




1tan




                                                                                                                                (5) 

Render the TORA system GAS system, where c  is a design parameter in the error function, which 

has a damping effect. 

Proof: To prove the validity of the switching function in eq. (5), first it is needed to show that y  is 

asymptotically stable (AS) with 0e , i.e., if we write  eyyfy ,,    at any e , then 

 0,, yyfy    is AS. Then it is required to show that the upper sub system given by eq. (4) is (ISS) 

with e  regarded as a disturbance. Finally it is required to show that the selection of s  will not lead 

to a singularity in input channel i.e. 0sLg  at any point of  ,x . The underdetermined equation 

y  given by eq. (4) may be written in state space form as; 
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When 0e , we have  yc1tan  or    
 2

1
sintan

yc
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





  , then eq. (6) becomes; 
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Now let the Lyapunov function be given by; 
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Therefore, V  is negative semi definite when A  is chosen as 
21 mm

K
A


  and V  is a proper 

Lyapunov function provided that the only equilibrium point is at the origin. To show that the TORA 

system is ISS, re-write eq. (5) with 0e , i.e.; 
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Clearly 2y  is globally Lipstize function. It means that  21 ,, yyeg  is a bounded quantity defined 

as;  

 
 

  0  ,  ,,   ,  
,,

,, 21

1

0

212
21 




  gg LLyyegd

e

eyyy
yyeg 


                                          (11) 

The TORA system is ISS because the following integral 


0

ed  is bounded since 
 




e
t ,0
max  for 

 stt ,0 . It is GAS according to theorem (4.4) in reference (Hameed 2007). Finally, sLg  is greater 

than zero as will be shown later on when the controller is designed.         

 

Approximate Signum Function 

To avoid chattering, the approximate form of the signum function will be used. It is given 

by; 

 
 





















otherwises

s
s

ss app

sgn

2
sin

sgn)sgn( 0

0






                                                                           (12) 

The effect of the approximate signum function on the attractiveness of the sliding manifold is 

governed by lemma (5.1), (Hameed 2007). It states that; The use of the approximate signum 

function in eq. (12) guarantee the existence of the following attractive boundary layer around the 

switching manifold 0s : 

00   s                                                                                                                                  (13) 

Using  appssgn  guarantees only the attractiveness of a region bounded by a boundary layer in eq. 

(13). 
 

Uncertainty in Switching Function s 

The effect of using uncertain switching function in the sliding mode controller design will now be 

considered. The uncertainty in switching function is due to many reasons like the measurement 

error and/or the uncertainty in the output function calculation and its derivatives. Since the 

switching function is constructed from these quantities, then this function becomes uncertain. The 

uncertainty in switching function s is treated by proposition (5.5), (Hameed 2007). It states that: 

Consider the underdetermined equation for a system given in the following form 

   uxgxfx                                                                                                                          (14) 

then the use of uncertain switching function in the controller design renders the system stable and 

stay in a bounded region around the origin if and only if the underdetermined equation is ISS. 

 

SLIDING CONTROLLER FORMULA 

An approach is developed in reference (Hameed 2007) for formulating sliding mode 

controller law for the dynamic system given by eq.(14) with scalar input u. The approach utilizes 

bounded estimation for the uncertainty in the Lie derivative of the switching function s  with 

respect to f and g respectively. Starting from the time rate of change of the switching function s  

with respect to the system dynamic of eq. (14) as; 

 usLsLs gf                                                                                                                             (15) 
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where sL f  and sLg  are the lie derivatives of s with respect to f and g, respectively. Re-writing 

sL f  terms of its nominal value as follows; 

        sLsLsLsLsLsL fnomfnomffnomff                                                           (16) 

where,    sLsLsL fnomff   , and; 

     
nomfffnomff sLsLsLsL                                                                                (17) 

Similarly, for sLg  and noting that 0sLg
; 

   sLsLsL gnomgg                                                                                                                 (18) 

     
nomgggnomgg sLsLsLsL                                                                                   (19) 

where  
nomf sL  and  

nomg sL  are the sL f  and sLg  at the system nominal parameter values and 

f  and g  are the percent estimation of the variation of sL f  and sLg  from their nominal 

values, respectively. Now the design of the controller law can be implemented using proposition 

(5.1), (Hameed 2007). The proposition states that: Consider the uncertain dynamical model 

described by eq. (14), the sliding mode controller that constrains the state to the switching manifold 

takes the following form; 

s
sL

sL
u

nomg

f
sgn0













                                                                                                             (20) 

with 
0   equal to: 

nomg

f

g

gf

sL

sL







































1
1.10                                                                                                    (21) 

The estimation of the upper and lower variation of sL f and sLg  is not an easy task, it 

requires that each parameter variation should be considered separately. To overcome the problem of 

the uncertainty in system model, the Lie derivative of the switching function sL f  is decomposed 

into uncertain and certain terms. Also, the uncertain term is decomposed to l terms as:  

   
cerf

l

i
iuncff sLsLsL 

1
,

                                                                                                   (22) 

This approach is suitable for a more complicated type of system, which frequently appear in 

the underactuated mechanical system. Let each of the uncertain terms satisfy the following bounded 

formula: 

         
nomiuncfifi

nomiuncfiuncf sLsLsLsL
,,,

 , li ,....,1                                  (23) 

The difference  
nomff sLsL   can be related to the uncertainty in eq. (23) as follows; 

           



l

i
nomiuncfiuncf

l

i

fifnomff sLsLsLsLsLsL
1

,,
1

                              (24)  

Now take the absolute value of both sides: 

           



l

i
nomiuncfiuncf

l

i

fifnomff sLsLsLsLsLsL
1

,,
1

 

           
 
















l

i
nomiuncf

f

i
f

l

i

l

i
nomiuncfi

nomiuncfiuncf sLsLsLsL
1

,
1 1

,,, 


                (25) 
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where  lf  ,........,min 1 . Add the absolute value of the certain term to the right hand side 

of the inequality above we get; 

       
nomffcerf

l

i
inomf

f

i

fnomff sLsLsLsLsL 



 





























 

1
,

                                       (26) 

Hence, the following estimation is obtained; 

 

 
 

  f

nomf

f

nomf

nomff

sL

sL

sL

sLsL






                                                                                             (27) 

Note that    
nomfnomf sLsL   and because of this inequality requirement the certain part of 

sL f  is added.  

The following general formula for the sliding mode controller design in the presence of 

uncertainty in system parameters can now be stated. This is the subject matter of proposition (5.2), 

(Hameed 2007); it states that: Consider the dynamical system given in eq. (14). Assume that the Lie 

derivative of the switching function  xss   with respect to f  given by the form in eq. (22) and 

each of its i
th

 component satisfy inequality (23), then the sliding controller that render the 

dynamical system AS in the presence of uncertainty in system model is given by: 

s
sL

sL
u

nomg

f
sgn0













                                                                                                             (28) 

nom
g

f

g

gf

sL

sL







































1
1.10                                                                                                    (29) 

Appendix (A) presents sliding mode controller design details for the TORA system and the 

control law is given by eq. (A.22). 

 

SIMULATION RESULTS 

 The results of a set of numerical experiments using the designed sliding mode controller 

were carried out and Figs. 2 to 15 summarize the results. Throughout the simulations, the 

parameters value are taken as: 25.101 m , 97.02 m , 02.1r , 1I , 17.5K , and the 

initial conditions are;    0,0,0,1,,,  xx . The units of the physical quantities are taken as meter, 

kilogram and Newton for length quantity, mass and force, respectively. 

Responses shown in Figs. 2 to 7 are carried out with 1c (eqs. (5) and (7)), exact signum 

function and without uncertainty in switching function. Figure 2 shows the position x  with time 

where a damping like behavior is obtained with 1c . This is due to the selection of the error 

function where the  sin  term (after reaching 0e ) provide the damping effect. This effect 

stabilizes the mass-spring system. The system is highly undamped and the settling time is of the 

order of 200 seconds. The plots of x ,  , and   with time are shown in Figs. 3, 4, and 5, 

respectively.  

 



W. K.Sa'id                                                                                                      Design Of A Sliding Mode Controller  
S. A. Hameed                                        For A Tora System                                                                                                

 

 8858 

         
0 50 100 150 200 250

Time, s

-1.0

-0.5

0.0

0.5

1.0

D
is

p
la

c
e
m

e
n

t 
x
, 
m

  

Fig. 2: Displacement versus time. 
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Fig. 3: Velocity versus time. 
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Fig. 4: Angle of eccentric mass versus time. 
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                                          Fig. 5: Angular velocity versus time. 

Figure 6 shows the switching function response with time. The figure shows that the time 

required to reach zero-level is less than one seconds. In order to reduce the reaching time to the 

switching manifold a higher discontinuous gain value is required. However, this causes a high 

chattering effect. Also, the state is constraint to the switching manifold with very small amplitude of 

oscillation around it and this is because of the very small switching time interval used in the 

simulation. Indeed a larger value of the switching time interval causes an oscillation with higher 

amplitude around the switching manifold and consequently the motion is known as "zig-zag" 

motion (Drakunov and Utkin 1989).  



W. K.Sa'id                                                                                                      Design Of A Sliding Mode Controller  
S. A. Hameed                                        For A Tora System                                                                                                

 

 8855 

The sliding control action is shown in Fig. 7. From this figure, it can be noticed that the 

discontinuous action nature is clear through the black region. In addition, the amplitude of the 

controller reduces to zero with time and it is guaranteed due to the use of variable amplitude 

 sLsL gf  (eq. (27)).  
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Fig. 6: Switching function versus time. 
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Fig. 7: Control action (torque) versus time. 

  For a certain model of the TORA system, Olfati-Saber (Olfati-Saber 2001) designed a 

nonlinear controller based on backstepping technique with certain parameter values. By utilizing 

these nominal values in this work, it is deduced from Fig. 8 that the displacement x  is similar to 

those of Olfati-Saber. However, in reference (Olfati-Saber 2001) the maximum torque required do 
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not exceed mN. 3 , while in Fig. 7 the control action reaches mN. 01 . The increase in torque is 

mainly due to the uncertainty taken into account in the controller design. 

Increasing the damping effect by selecting 5c  will greatly improve the response, as can 

be clearly seen in Figs. 8 and 9. Figure 8 shows the plot of displacement x  with time where the 

settling time is reduced to about 60 seconds. While Fig. 9 plots the control u  with time. The 

maximum controller action increases due to higher damping property required. A comparison 

between Figs. 7 and 9 clearly shows the torque has increased by about 100%.  
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Fig. 8: Displacement versus time. 
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Fig. 9: Control action versus time. 
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A series of numerical tests were carried out where instead of the signum function the 

approximate one is used with 5c . The plot of displacement x  with time (Fig. 10) is unaffected 

due to the use of approximate signum function in comparison with the exact signum function shown 

in Fig. 8. Figures 11 and 12 show the switching function plot. A smooth sliding mode controller 

action versus time is obtained due to the use of the approximate switching function.  

It can be observed from Fig. 11,  the state stays at the switching manifold without chattering, 

that is smooth system behavior. A comparison between Figs. 9 and 12 reveals that the maximum 

torque has been reduced to approximately 10 N.m. This is because of the discontinuous part 

amplitude near the switching manifold is smaller due to the use of the approximate signum function. 
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Fig. 10: Displacement versus time. 
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Fig. 11: Switching function versus time. 
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Fig. 12: Control action versus time. 

 The uncertainty of the switching function (proposition (5.5), (Hameed 2007) (section (3.2))) 

is also tested. Figures 13 to 15 summarize the main results.  Figure 13 shows the plot of 

displacement x  with time while Figs. 14 and 15 show the plot of the switching function s  and the 

controller u  with time, respectively. The results shown in Figs. 13, 14, and 15 show that the 

system is AS in spite of the presence of the uncertainty in the switching function (the nominal 

parameter values is used in the calculation of switching function). On the other hand, the boundary 

layer does not appear clearly in the plot of the switching function in Fig. 14 due to the small 

uncertainty assumption in system parameters ( %5 ). 
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Fig. 13: Displacement versus time. 
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Fig. 14: Switching function versus time. 

                      
0 20 40 60 80 100

Time, s

-20

-10

0

10

20

C
o

n
tr

o
l 
a

c
ti
o
n

 u
, 
N

.m

 

Fig. 15: Control action versus time. 

 

CONCLUSIONS 

The present work shows the effectiveness of the sliding mode control theory for the design 

of a nonlinear controller for the TORA system as a two DOF underactuated mechanical system with 

model uncertainty. When the sliding controller force the state to the sliding manifold, the TORA 

system behaves like a spring–mass system with nonlinear damping effect due to the actuation of the 

eccentric mass. A numerical simulation shows that the proposed controller is robust with respect to 

the disturbances and uncertainty in system model. In addition the sliding mode controller is found 
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effective in spite of the uncertainty in the switching function. Finally, these simulations prove the 

applicability of the new sliding controller formula in equations (28) and (29). 
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NOMENCLATURE 

 

Symbols 

AS:  Asymptotically Stable. 

DOF: Degree Of Freedom. 

GAS: Globally Asymptotically Stable. 

ISS: Input-to-State Stable. 

og : Acceleration due to gravitational attraction (
2

0 8.9 smg  ). 
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I : Moment of inertia of the eccentric mass about its own center. 

K : Spring constant [ mN ]. 

sLsL gf , : Lie derivative of switching function with respect to f and g vector felids respectively.  

   
uncfcerf sLsL , : Certain and uncertain parts of sL f   

1m :  Platform mass [ Kg ]. 

2m : Eccentric mass [ Kg ]. 

r : Rotor radius [ m ]. 

sgn() : The signum function. 

 
app

sgn : Approximate signum function. 

 

GREEK SYMBOLS 

 : Determinant of the inertia matrix ( Mdet ). 

f  , g : percent estimation of the variation of sL f  and sLg  from their nominal values, 

               respectively. 

c, : controller design parameters 

 

APPENDIX A 

 

Computing Controller Formula For The Tora System  

To compute the control action u  for the TORA system the rate of change of the switching 

function is computed first as: 

    1

2

1 tantan   cye                                                                                                  (A.1) 

 2
1 







e                                                                                                                             (A.2) 

 

  

  22
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
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





e                                                                                                           (A.3) 

where yccy  2  then; 

 

 

    222
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


s                                                                                      (A.4) 

In addition sL f  and sLg  are given by; 

           
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                                     (A.5) 













 21 mm

sLg                                                                                                                       (A.6) 

Following eq. (21), sL f  is decomposed to the following form; 
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   
cerf

i
iuncff sLsLsL 



3

1
,

                                                                                                    (A.7) 

where,  

 
 

 

    222

2

2
11

2

1 






















cerf sL                                                                       (A.8) 

   
    2

2

2

1,
cossin  




rm
sL

uncf                                                                                      (A.9) 

   
 x

rKm
sL

uncf cos2

2, 
                                                                                                   (A.10) 

   
 sin0221

3, 




rgmmm
sL

uncf                                                                                    (A.11) 

The nominal parameter values
1
 are 101 m , 122  Irm , 5K  (Olfati-Saber 2001), 

81.90 g . Assuming the maximum/minimum variation values are bounded by %5  of its 

nominal values, then   
nomiuncf sL

,
,  

nomf sL  and  
nomg sL   are; 

  
  

    2
21,

cossin
sin21

1

















nomuncf sL                                                               (A.12) 

  
  

 xsL
nomuncf 


cos

sin21

5
22, 









                                                                        (A.13) 

  
  

 


sin
sin21

110
23, 











nomuncf sL                                                                              (A.14) 

 

          

    

 

    222

2

22

2

11

2

1sin21

sin110cos5cossin
































 x
sL

nomf  

                                                                                                                                                      (A.15) 

 
  2

sin21

11




nomg sL                                                                                                         (A.16) 

For  
nomf sL , compute first i , 3,2,1i of the bounded estimation for each component of 

 
uncf sL  with   2sin81.007.18min   as in the following; 

      
     

    2
22

4

1,1,
cossin

sin21

1

sin81.007.18

05.1











nomuncfuncf sLsL

        

  

    
   



















2

2

2

244

sin21

cossin

sin81.007.18

sin81.005.107.182105.1







 
 

                                           
1
  Throughout the simulations in this work the units of physical quantities is taken as meter unit for length quantity, 

kilogram for mass, and Newton for force. 
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However, 
        

  
12

244

42.0
sin81.007.18

sin81.005.107.182105.1
max 









  at    1sin  . Then we 

have: 

       
nomuncf

nomuncfuncf sLsLsL
1,1,1,

42.0                                                                  (A.17) 

In the same way, we get; 

       
nomuncf

nomuncfuncf sLsLsL
2,2,2,

29.0                                                               (A.18) 

       
nomuncf

nomuncfuncf sLsLsL
3,3,3,

35.0                                                                  (A.19) 

The term sL f
 takes the following form; 

      

   
 

 

    222

23

232

1

3

1
,

11

2

129.0

35.0

29.0

42.0

yc

yc

yc

yyc

yc

yc
sLsL

sLsLsLsL

nomfnomf

nomf

i
cerf

nomiuncf

f

i

nom
f

















































                 (A.20) 

where     29.035.0,29.0,42.0min,,min 321   f . 

Also for sLg , g  is computed as; 

   
     

   
nomgnomggnomgg sLsLsLsL 23.0

sin21

11

sin81.007.18

05.15.10
22








 


 

                                                                                                                                                     (A.21) 

                                 

Now the sliding controller as in proposition (5.2), (Hameed 2007) is given by: 

s
sL

sL
u

nomg

f
sgn0













                                                                                                      (A.22) 

nom
g

f

nom
g

f

sL

sL

sL

sL










































 68.0

23.01

23.029.0
1.10                                                             (A.23) 



Journal of Engineering Volume   16   September   2010 Number 3 
 

 

 

 5606 

  

  

  

  

  

  

IINNVVEESSTTIIGGAATTIIOONN  AANNDD  MMOODDIIFFIICCAATTIIOONN  OOFF  

AAEERROODDYYNNAAMMIICC  CCHHAARRAACCTTEERRIISSTTIICCSS  OOFF  SSUUPPEERRSSOONNIICC  

AAIIRRCCRRAAFFTT  
 

 

 

 

 

 

- :الخلاصة
ياا   ( F-16A)زيااة ا كفاءااةلأا كدينا يكةةياياام ةاال نااةة  كفةكااةانا كفةةنااام فرعااةونا لكو كف اان م  ااا  كف ااا يم     

رى  عح كفعةونا اأ رى ن ل ي   ح ةبه فرشال كفنوي ا  فرعاةونا  ازيل كفنغع  , كفةاكص كدينا يكةةيايم.  ق يةهة
 Panel)بأ اا ة ك  عنيقاام كدشاانعم , د اا ك  ةااةو ازاكيااة ختااا  ةة رءاام  اا  حةفاام كفعياانك   حااو ا ااا  كف ااا  

Method)  اكفةعة لاو شبه كف تنيبيم(DATCOM). 
كفك اةوج بيكاو , (Canards) اعح كف ايعنا ةال أ (TVFC)   بكةلأ بنكةةج حة اب   نض  يه آفيم كفا  ل كفةاتاه     

ي ا عيل ( Nose-down pitching moment)أ  أ عح كف ايعنا ةال آفيام كفا  ل كفةاتاه اا  افا و  از   انتح   
زيااة ا  اا  كفاءااةلأا %( 6-5)أةااة ةاا  كفكةحياام كدينا يكةةياياام  ااأ  . إ ااكة  كفااليل كد قاا   اا  حةفاام كفةكااةانكو كفعةفياام

إنااة م أ ااعح كف اايعنا  اا  كفشااال كد اار  فرعااةونا  اا  حةفاام كفعياانك   حااو ا ااا   كدينا يكةةياياام اتاا و بعاا 
 .   كف ا  

 

ABSTRACT 
      Increasing the aerodynamic efficiency and enhancing the supermaneuverability for the 

selected supersonic aircraft (F-16A) is presented. Aerodynamic characteristics, surface pressure 

distribution and maximum lift are are estimated for the baseline configuration for different Mach 

number and angles of attack in subsonic and supersonic potential flow, using a low order three-

dimensional panel method supported with semi-empirical formulas of Datcom. 

       Estimation of the total nose-up and nose-down pitching moments about the center of gravity 

of the completed aircraft in subsonic region depending on the flight conditions and aircraft 

performance limitations. A modern program was implemented by suggesting a two dimensional 

thrust vectoring technique (pitch vectoring up and down) controlled by the best design of 

advanced aerodynamic and control surface (foreplane or canard). Work results shows that the 

canard (as a control surface) with thrust vectoring produces enough nose-down moment and can 

support the stabilator at high maneuvers, while for an aerodynamic surface, a rate of (5-6%) 

increase was achieved  in the aerodynamic efficiency (lift-to-drag ratio) of the baseline 

configuration in both subsonic and supersonic flight.            
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NOMENCLATURE 
Ai Panel area m2 

AR Lifting surface aspect ratio  - 

b Lifting surface span m 

c Lifting surface chord m 

avgc    Mean geometric chord of the wing  m 

CD Drag coefficient  - 

CD0 Drag coefficient at zero lift (parasite drag coefficient)  - 

CL Lift coefficient  - 


LC   
Lift curve slope 1/deg 



lC  
Airfoil two dimensional lift curve slope  1/deg 

CM Pitching moment coefficient  - 
CM cg Pitching moment coefficient about the center of gravity - 

CM 0 Pitching moment coefficient at zero angle of attack  - 
CN Normal force coefficient  - 
CP Pressure coefficient  - 
CT Tangential force coefficient  - 

g Aircraft load factor  - 

cl  Distance from the wing’s quarter chord to the canard’s quarter chord m 

hl  Distance from the quarter chord point of the average chord of the main wing 

to the quarter average chord point on the horizontal surface in subsonic 

speed 

m 

iM  Pitching moment about the origin of panel i - 

M  Free stream Mach number  - 

Ni Normal force of panel I N 

qi Resultant velocity at panel i m/s 

S Lifting surface reference area  m2 

Ti Tangential force of panel i  N 

T Engine thrust  N 

ui ,vi ,wi Components of the velocity at panel i  in x, y and z coordinates  m/s 

V Stream velocity  m/s 

W Aircraft weight  N 

xi , yi ,zi Coordinates of the panel control point m 

zh Vertical distance of the horizontal surface above the plane of the main wing m 
  Angle of attack deg. 

  Inclined angle for the panel with respect to y-direction  
2
 Compressibility parameter 

21 M or 12 M  
deg. 

  Singularity strength  M3/s.m 

  Inclined angle for the panel with respect to x-direction deg. 

C  
Deflection angle of the canard  deg. 
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S  
Deflection angle of the horizontal tail (Stabilator)  deg. 

TV
 

Deflection angle of the thrust vectoring  deg. 

  Downwash angle  deg. 

u  
Upwash angle deg. 








 

Rate of downwash  - 







 u

 

Rate of upwash - 

  Air density kg/m3 

  Taper ratio - 

   
Velocity potential  m/s 

  
INTRODUCTION  
      the emphasis today is on technology that will allow fighters to survive and win in combat. 

There is great interest today in an area of technology that goes under the generic title of 

“Supermaneuverability”. 

      Dr. Herbst, of West Germany’s Messerchmitt-Bo1kow-Blohm [Col. William, 1988], defined  

supermaneuverability as the capability to execute maneuvers with controlled sideslip at angles of 

attack well beyond those for maximum lift. The designer-general of the Sukhoi “Mikhail 

Simonov” defined the supermaneuverability [Venik’s Aviation, 2002], as a fighter’s capacity to 

turn toward its target from any position in space with at least twice the rate of turn that the enemy 

fighter is capable of. One method to enhance maneuvering is to simply use all lift inherent in a 

particular design, or increasing the aerodynamic efficiency (Lift/Drag). Another way of obtaining 

unconventional maneuvering especially at slow speeds and at high angles of attack is the addition 

of Thrust Vectoring Flight Control (TVFC) at the rear (i.e. changing the direction of the thrust 

produced by an aircraft’s engine(s)  (Fig. 1), and the foreplan (Canard) which provides substantial 

lift as well as longitudinal trim and control and the control canard which is used for longitudinal 

trim and control only (Fig. 2). In the present paper, Depending on the flight condition 

requirements during pull-up maneuver and with assistance of panel method program and 

developed programs, a foreplane (canard) surface has been designed (geometry, position, 

permissible deflection angle) using the iterative process and added to the model for two purposes, 

as an aerodynamic surface and as a control surface with thrust vectoring technique. Studying the 

effect of the canard surface on the aerodynamic efficiency and total pitching moment of the whole 

configuration.  

 

COMUTATIONAL AERODYNAMIC ANALYSIS [Mason, 1998] 

       For small perturbations, the governing equation of the potential flow can be simplified 

greatly and solution of many problems becomes possible. The linearized three-dimensional 

potential equation is [L. Morino, 1974]: 

0.02  zzyyxx                                                                                                      (1) 
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       Where 
2 is the compressibility parameter and depends upon Mach number. Expect for the 

case of the transonic flow, Eq.1 is valid for both subsonic ( )21(2
 M ) and supersonic 

flows ( )12(2  M ). 

The pressure coefficient is then calculated using the exact isentropic formula 
































 







 1

5.3
212

2

1
1

2

2
i

qM
Mi

pC



                                                                (2) 

where 
2222

iiii wvuq                                                                                                           (3) 

     The forces and moments acting on the configuration can then be calculated by numerical 

integration.  

iiiii CpAN  coscos                                                                                                     (4) 

iiii CpAT sin                                          (5) 

iiiii zTxNM                                                                                                                            (6) 

      The forces and moment coefficients acting on the configuration are obtained by summing the 

panel forces and moments on both side of the plane of symmetry. 





N

i

iN N
S

C
1

*2
1

                                         (7) 





N

i

iT T
S

C
1

*2
1

                             (8) 





N

i
i

M
cSM

C
1

*2
1                                          (9) 

The lift and drag coefficients  formulas are:- 

 sincos
T

C
N

C
L

C                    for (wing-body)                                                 (10) 

 cossin TND CCC                   for (wing-body-tail)                                                    (11) 

The maximum lift coefficient of lifting surfaces at subsonic speed is given by: 

maxmaxmax
)( LbaseLL CCC                                                                (12)  

The value of  )(
maxLC and 

maxLC can be estimated from [(Hoak.),(Daniel, 1992)]. 

Taking into the considerations the contributions of the additional horizontal lifting and 

stabilizer surfaces on the aircraft total lift curve slope, to determine a horizontal tail contribution 

(the rate of downwash) [Fink, 1975]:- 












































b
h

z

h
l

avgc

AR

L
C

1
7

310

725.0

o21 


                             (13) 

Where 

  is the rate of change of downwash in angle of attack. 


) tailhorizontal  todue(


L

C
tL

C 











1 S

tS
                                                         (14) 

      While the contributions of the additional horizontal lifting surface (Canard) to the aircraft (the 

rate of upwash) is:- 
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











 

 


















7.1604.1

33.03.03.0

AR

c
clARu




                       (15) 

Where 


u  is the rate of change of upwash in angle of attack. 


)canard  todue(


L

C
CL

C
















u1 S
cS

                                                                  (16) 

       Once the contributions of canard and horizontal tail are estimated, the whole aircraft lift 

curve slope is given by: 

)(

)(

)sw()(

canardtodueL
C

tailhorizontaltodueL
C

trakebodyingL
C

aircraft TotalL
C
















                                      (17) 

 

TOTAL PITCHING MOMENT COEFFICIENT [(F-15,2003),(Shaker,2000), 

(John,1997),( Perkins,1949),( B. Etkin,1996),( Nelson,1998)] 

       For longitudinal static stability and pitch control, the total aircraft pitching moment curve is 

only considered. However, it is of interest to know the contribution of the wing, fuselage, tail, 

propulsion system, etc., to the pitching moment and longitudinal static stability characteristics of 

the aircraft. The aircraft pitching moment coefficient about the center of gravity due to the 

contribution of wing-fuselage, aft tail, canard and thrust vectoring is:- 

TV
M

Cc
c

M
C

S
S

M
C

M
C

M
C

cgM
C  







0

                                 (18) 

g-LOADING [Kotelnikov ,1973] 

        In some cases to analyze the motion of the aircraft it is convenient to use the relative 

magnitudes of forces per unit of weight of the aircraft rather than the absolute ones. For this 

purpose the concept of the g-load is introduced. Aircraft load factor (g) or (g-loading) during a 

turn expresses the maneuvering (or acceleration due to lift) of an aircraft as a multiple of the 

standard acceleration due to gravity (g=9.81 m/s2). Therefore, it is related to turn. There are two 

important turns, “sustained” turn for some flight condition at which the thrust of the aircraft is just 

sufficient to maintain velocity and altitude in the turn i.e., thrust must equal the drag and lift equal 

g times the weight. Thus the maximum g for sustained turn can be expressed as [Daniel, 1992]: 

 

  
















SW

D
CV

W

T

SWK

V
g 0

25.025.0 
                        (19) 

where 0.18.0,)(1  eeARK   

 

       The second turn is “instantaneous”, if the aircraft turns at a quicker rate; the drag becomes 

greater than the available thrust, so the aircraft begins to slow down or loss altitude. Therefore, g 
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will be limited by the maximum lift coefficient or structural strength of the aircraft and is equal to 

[Daniel, 1992]: 

 

W
L

SCV
g max

25.0 
                           (20) 

 

VERIFICATION TEST    
     For aerodynamic analysis, the verification test was used to confirm the validity of the 

computer program results with the flight data of supersonic aircraft model (Sukhoi Cy–20). 

Three-dimensional paneling of the symmetrical model contain three parts. 14 strips along the 

fuselage length and 6 strips along the half meridian have been used to represent the body fuselage 

by forming 84 panels. 12 strips along the span and 8 strips in each contour line at chordwise 

direction were used for wing, horizontal tail and vertical tail, which made 288 panels. Therefore, 

the total number of panels is 372 panels. 

     Using the above inputs with the assistance of theoretical approach computations for the lift and 

drag coefficients on the complete surface were made in three stages, wing-body, stabilizer-body 

and fin-body. (Table 1) gives the comparison results between the computer program and flight 

test [AIRCRAFT,1972].  

       A good correlation was obtained although there was about +8% error in lift computations at 

supersonic speed. In fact, the present code shows a good performance in the subsonic region and  

an acceptable duration in the supersonic region. The maximum Mach number and angle of attack 

depends on the shape and dimension of the configuration, and should be within the linear 

aerodynamic zone.  

 

RESULTS AND DISCUSSION  
      Three-dimensional mesh and contours plotting were used to represent the pressure distribution 

over the complete selected aircraft configuration. (Fig. 3) represent these distributions at Mach 

number 0.8 and 1.6 with effective angles of attack of 10 and 15 degrees.  

       The maximum contour distribution as shown in (Fig. 3(A)) at 0.8 Mach number is at the 

wing leading edge. It increases significantly when angle of attack is high. In (Fig. 3(A)), the 

Mach cone angle is approximately equal to the wing leading edge angle and covers the horizontal 

tail area when Mach number is 1.6 (Fig.  3(B)). The aircraft performance in cases of 

instantaneous and sustained maneuvers capability (load factor g) is shown in the form of contours 

(using the 3-dimensional Kriging Algorithm to represent the results [Kotelnikov,1973]. (Figs. 4 

and 5) are used for specific flight conditions (constant combat weight = 12036.53 kg, different 

altitude = 0 m, 3048 m, 6069 m, 9144 m, 12192 m, 15240 m, Mach number up to 1.0, required 

angle of attack).   

       The maximum differences 
gcM

C
.

 between the two pitching moments generated from the 

two stabilator’s deflection (positive and negative deflections 
025 ) is (0.1561) at an altitude of 

(6096 m) and Mach number (0.9) for (5g) in case of sustained maneuver, a (0.21452) was 

achieved at altitude (6096 m) and Mach number (0.9) for (7g). As for instantaneous maneuver, a 

(0.21452) was achieved at altitude (6096 m) and Mach number (0.9) for (7g). So, all the moving  

small foreplane (canard) surface, large and fast actuator and near to the aircraft nose with Thrust 

Vectoring Flight Control (TVFC) can be used to fix this problem. 

  Because both are sustained and instantaneous maneuvers 
max.gcM

C  have the same 

altitude (6096 m) and Mach number (0.9), therefore, an intermediate value of 
max.gcM

C  
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(0.18) will therefore be considered as an initial trail. Also to simplify the issue, the suggested 

canard will have the same airfoil section as for the wing and horizontal tail, i.e., NACA 64A-204, 

pitching moment about aerodynamic center 
..caM

C  about (–0.02) and the two-dimensional lift 

curve slope 


l
c is approximately 0.1/deg [John,1997]. The conventional design procedure (or 

the computerized iterative process) was used to solve the problem. Designing the proper area, lift 

and position of the canard was considered in the first step. Results of the iterative process are 

shown in  (Fig. 6) for the first step. The minimum canard area is favorable because it ensures 

minimum interference with the fuselage and wing. From (Fig. 6(A)), the proper lift curve slope 

CL
C  can be chosen. The canard longitudinal position (Fig.  6(B)) is chosen to be as minimum as 

possible from aircraft nose to have a long arm for moment. Therefore, the required canard lift, 

area and position.  At 
max.gcM

C 0.18  Canard Area 0.0700.072 of Wing Area 

1.952.0 m
2
  ,Minimum required Canard Lift Curve Slope = 0.039/deg and the Longitudinal 

Canard Position from Aircraft Nose=3.7m. (Table 2) shows the initial canard layout which  can 

be considered for the preliminary design.  

The drag polar and lift-to-drag ratio of the isolated canard surface is plotted for different 

Mach numbers as shown in (Fig. 7). The maximum lift curve slope of isolated canard 
CL

C is 

0.00432 /deg at 1.2 Mach number (Fig. 8). It appears as shown in (Fig.  9) that this model has 

enough moment and can support the horizontal tail (stabilator) during nose-down moment at high 

maneuvers capability. The effect of canard as an aerodynamic surface can be shown in (Figs. 

10,11 and 12). In general, a 5-6% increase in the lift curve slope and lift-to-drag ratio of the 

baseline configuration in both subsonic and supersonic regimes has been achieved when using 

small, all moving canard surface. 

 

CONCLUSIONS 
 The pressure distributions over the upper surfaces of the configuration shows that the 

contour distribution increased significantly when the Mach number decreases and the 

pressure distribution shows a clear pattern of increasing peak pressure with angle of 

attack in agreement with the increasing the strength of the leading edge vortex. 

 It appears that the selected supersonic aircraft was unstable in the subsonic aircraft 

regime (negative static margin) while, it was stable in the supersonic regime. Static 

margin is a measure of the aircraft stability, for stability criterion becomes when static 

margin > zero.       
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Figure 1 

Thrust Vectoring Flight Control  
Figure 2 

Foreplane (Canard)  

Table 1 

Cy-20 Aerodynamic Characteristics 



Journal of Engineering Volume   16   September   2010 Number 3 
 

 

 

 5614 

-3.0

-2.2

-2.0

-1.8

-1.6

-1.4

-1.2

-1.0

-0.8

-0.6

-0.4

-0.2

-0.0

0.2

0.4

Mach Number = 0.8

Angle of Attack = 10.0 deg.

-2.0

-1.8

-1.6

-1.4

-1.2

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

0.2

0.4

Mach Number = 1.6

Angle of Attack = 10.0 deg

-3.5

-3.3

-2.8

-2.6

-2.4

-2.2

-2.0

-1.8

-1.6

-1.4

-1.2

-1.0

-0.8

-0.6

-0.4

-0.2

-0.0

0.2

0.4

0.6

Mach Number = 1.6

Angle of Attack = 15.0 deg.

-5.0

-4.5

-4.0

-3.5

-3.0

-2.5

-2.0

-1.5

-1.0

-0.5

0.0

0.2

0.4

Mach Number = 0.8

Angle of Attack = 15.0 deg.

 

 

 

 

Figure 3 

Pressure Distribution Contours on the Upper Surface at(0.8 & 1.6) Mach number for (10 

& 15) Angle of Attack 

(B) 

(A) 
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Sustained Maneuvers Capability of the Selected  

Model in Subsonic Region 

Figure 5 

Instantaneous Maneuvers Capability of the Selected  

Model in Subsonic Region 
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Combat Take-off Weight = 12036.53 kg 

Combat Take-off Weight = 12036.53 kg 

Figure 6 

Proper Canard Lift Curve Slope (1/deg) and its Longitudinal Location from the Aircraft Nose 

versus the Canard to Wing Area Ratio 

Figure 7 

Drag Polar and Lift-to-Drag Ratio of Isolated Canard Surface 

At Different Mach number 

Table 2 

The Initial Canard Layout 

A B 
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Figure 8 

Lift Curve Slope (per degree) of Isolated Canard Surface 

As a Function of Mach number 

Figure 9 

Effect of Canard with TVFC Pitching Moment  

 

Figure 11 

     Comparison Study of Lift Curve Slope between the Baseline 

Configuration and Configuration with Canard Surface 

Figure 10 

Comparison Study of Drag Polar  between the Baseline 

Configuration and Configuration with Canard Surface 

max.gcM
C
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ABSTRACT  

     An experimental system was designed and built to produce the flash evaporation 

of upward water flow in a (1.8 m) vertical mounted glass test section pipe. The water 

loses the static head as it moves up, accordingly flash evaporation occurs somewhere 

inside the test section, where the water local temperature reaches its saturation 

temperature at that position, which is dependent on the water inlet temperature and its 

mass flow rate. The steam quality in the test section exit was measured by collecting 

the steam generated in the test section outlet and condensed in the condenser at 

specified time. 

     The hydrogen bubbles are injected inside the two – phase mixture flow within the 

test section. These bubbles act as an exciter for steam generation inside saturated 

water.  

     Water electrolysis using (12 V) and ionization current (7 A), increases steam 

quality at test section outlet by (33%) when it is compared to that obtained without 

water electrolysis. A reduction of (42%) in non-equilibrium temperature difference is 

achieved using the same ionization settings. The effect of ionization process on flash 

inception point and temperature is investigated from the experiments.     

     The experimental results are compared to the theoretical results obtained using 

mathematical model based on solving the mass, momentum and energy equations for 

two –phase flow assuming separated flow model.  

     The effect of the electrical power used for water ionization is simply simulated in 

these calculations using mass and heat balance equation that covers the boundary 

conditions of the system.   

 الخلاصة 

حى حصًٍى يُظٕيت حدرٌبٍت نغرض ححمٍك ظاْرة انغهٍاٌ انخهمائً أثُاء خرٌاٌ انًاء إنى الأػهى داخم أَبٕب       

خسءا يٍ  ٌفمذ ػُذ خرٌاٌ انًاء إنى الأػهى فاَّ. ػًٕدي انخثبٍج  , يخصص نهمٍاضاث ( و  8,1)زخاخً بطٕل 

ئً ػُذ َمطت يا داخم الأَبٕب انسخاخً حكٌٕ فٍٓا درخت ػُذ رنك ٌحصم انغهٍاٌ انخهما, ضغطّ الاضخاحٍكً 

 . حرارة انًاء يطأٌت نذرخت حرارة الإشباع فً حهك انُمطت 
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فً يخرج الأَبٕب انسخاخً يٍ خلال حدًٍغ انبخار (  steam quality) حى لٍاش انُطبت انٕزٍَت نهبخار      

 . خلال فخرة زيٍُت يحذدة  كثف فً خٓاز انخكثٍفخانًخٕنذ فً الأَبٕب انسخاخً ٔانً

حٍث . أثُاء خرٌاَّ فً الأَبٕب انسخاخً نمذ حى حمٍ فماػاث انٍٓذرٔخٍٍ فً داخم انًسٌح انثُائً انطٕر     

ػُذ َٓاٌت   ( steam quality)نمذ ٔخذ إٌ َطبت انبخار انٕزٍَت . حؼًم فماػاث انٍٓذرٔخٍٍ كًحفس نخٕنٍذ انبخار 

فٕنج  81ذ لذرِ ٓٔرنك بخطهٍط فرق خ ػًا ػهٍّ بذٌٔ حمٍ حهك انفماػاث%(  33) ت اَبٕبت الاخخٍار حسداد بُطب

.  غٍر انًخسَت ػُذ َفص ظرٔف انخأٌٍٍ درخت انحرارةيٍ لًٍت %( 21)ٔاَخفاض بُطبت , أيبٍر 7ٔحٍار لًٍخّ 

 .   اندسء انؼًهً ػهى َمطت بذاٌت انغهٍاٌ انخهمائً ٔدرخت حرارحّ حى دراضخٓا خلال  ٍإٌ حأثٍر ػًهٍت انخائٍٍ

ت ٔانخً حصهُا ػهٍٓا باضخخذاو يٕدٌم رٌاضً ٌطخُذ فً حهّ ػهى ُظرٌانُخائح انؼًهٍت حى يمارَخٓا يغ انُخائح ان   

 . ػُذ انحم أَفصال خرٌاٌ ًَط يؼادلاث انكخهت ٔانسخى ٔانطالت ندرٌاٌ ثُائً انطٕر يغ فرض 

ٍت انخائٍٍٍ ٌكٌٕ يبططا فً ػًهٍاث انحطاب باضخخذاو يؼادنت إٌ حأثٍر انطالت انكٓربائٍت انًطخخذيت فً ػًه    

                                                         .حٕازٌ انكخهت ٔانحرارة ٔانخً حغطً انظرٔف انًحٍطت بانًُظٕيت 

 

KEYWORDS: Flash Evaporation, Electrolysis, Bubbles Injection, Steam 

Quality.  

 

 

INTRODUCTION  

 

     Flow boiling is a boiling in a flowing stream of fluid, where the heating surface 

may be the channel wall confining the flow. The boiling flow is composed of a 

mixture of liquid and vapor. In this case individual dispersed bubbles are move 

independently up the vertical channel.  

    It is necessary to distinguish between boiling and flash evaporation. Boiling is a 

phase change accompanied by a supply of heat at constant pressure, while flashing is 

a phase change occurs due to reduction in pressure.  

    Boiling heat transfer is encountered in numerous engineering applications. One 

important field of application of boiling and evaporation is in desalination of sea 

water, which is becoming essential in some arid regions. That occurs by which the 

saline water is evaporated at reducing pressure. The vapor is taken to a condenser. 

The condensed steam is collected as fresh water; therefore, we need to enhance 

boiling.  

    There are several ways adopted for boiling enhancement. The main distinction is 

usually made between passive and active techniques. To augment boiling, passive 

techniques employ special boiling surface geometries, or fluid additive, such as 

roughening of the heat transfer surface, pitting the surface with corrosive chemical, 

integral fins or rolling, knurling integral finned tubes, coating the surface with a 

porous layer, etc. Active techniques need external power, such as electric or acoustic 

fields and surface vibration. The present research belongs to enhanced boiling by 

using electric field.  

     The process of water boiling enhancement using electric field is ensured by water 

ionization using electrical current. The ionization current breaks the bonds of water 

molecules casing generation of hydrogen and oxygen bubbles. These bubbles act as 

exciter for steam generation inside saturated water, (ZAGHOUDI, 2005).  

      The main target of the present research is to study the effect of saturated water 

electrolysis on the steam quality at the exit of vertically mounted test section and 

compare that with steam quality in the same test section without electrolysis.   

     W. NAKAYAMA, et a l, (1980) studied enhancement of nucleate boiling heat 

transfer with structure surfaces composed of internal cavities in the form  of  tunnels  

and  small  pores connecting  the pool liquid and the tunnels. The authors dealt with 



Journal of Engineering Volume   16   September   2010 Number 3 
 

 

 5622 

porous surface which showed that wall superheat of a very small degree can start 

nucleate boiling. O. MIYATAKE , T.TOMIMURA,  Y.ID, (1985) presented  in  their 

research  an experimental  study on   the utilization  of  flash  evaporation  in power 

systems utilizing solar energy. They recognized that the spray flash evaporation were 

considerably faster than those of flowing liquid in conventional multistage flash 

evaporator and those of pool water exposed to sudden pressure drop in a container .  

They suggested that the best method of enhancement of flashing may be by injection of 

nucleation liquid through some nozzle configuration into a low- pressure vapor zone. 

     NOAM LIOR and ENJU NISHIYAMA, (1995) conducted experiments in a scale – 

down stage of flash evaporation at about (100 Cº) to examine the effect of the 

generated hydrogen bubbles on flash evaporation. They have shown that electrically 

generated hydrogen bubbles have indeed promoted ebullition in flash stage regions 

where the superheat was otherwise too low for flash evaporation, and thus have 

increased evaporation rates resulting in reduction of up to (15%) in the non-equilibrium 

temperature difference. 
      AKRAM W. IZZAT, (2003) studied experimentally the flash evaporation of 

upward water flow in a (1.8 m) vertical mounted glass test section pipe. Multi-

diameter test section (3cm-10cm) was used both as divergent and convergent channel. 

The author has been concluded qualitatively that the hydrogen bubble injection inside 

the two–phase mixture increases the steam quality in the test section exit. 

       G. HETSRONI, et al, (2004), investigated experimentally saturated and sub-cooled 

pool boiling of environmentally acceptable surfactant solution on horizontal tube. The 

kinetic of boiling (bubble nucleation, growth and departure) were investigated by high–

speed video recording. 

      In the present experiments water is allowed to flow vertically upward in a vertical 

cross sectional area channel. When it reaches a certain distance in the test section and 

when the local pressure becomes equal to saturation pressure corresponding to the 

local temperature, water starts to evaporate due to the flashing. The experiments are 

conducted using low water velocities in order to observe the motion of bubbles along 

the test section.  

    The local pressure, local temperature is measured at three longitudinally distributed 

positions along the test section. The water flow rate, boiler pressure are measured. 

     Water temperature is measured using calibrated thermocouples, thermistors and 

digital thermometer, while the static pressure is measured using the water manometer 

and the local pressure gage. The water flow rate is measured using calibrated flow 

meter.  

     The results of these measurements are compared with those obtained from the 

theoretical analysis. The theoretical analysis adopted in the present work is based on 

separated flow model. 

 

EXPERIMENTAL APPROACH  

 

     The system arrangement shown in figure (1) is used to estimate the flow boiling 

enhancement by measuring the physical properties of the water during flashing 

process. The system consists of (1.8 m) length of the test section. The test section is 

manufactured from (PYREX) glass to ensure both clear visualization and good 

resistance to high temperature under maximum pressure of (1.2-1.6 bars). Test section 

diameter is constant (5cm). 
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     Temperature and pressure measurement taps are distributed in the test section 

perimeter in three levels along the test section length. Four taps are specified for these 

measurements in each level. The first four taps are located at (15 cm) from the test 

section inlet. Each taps is a circular opening of (5 mm) inner diameter. The other four 

taps with the same inner diameter is located at (65 cm and 125 cm) distance from the 

test section inlet respectively. 

     These taps are specified for measurement purposes (static pressure and 

temperature measurements), also for the bubble air generation inside the test section 

during the ionization of water by the (electrolysis). The lower part of the test section 

is connected with the boiler, while the upper part is connected with enlarged glass test 

section part used for steam separation. This enlarged glass test section part is 

connected from its side to the horizontal glass pipe used to transport the water to the 

pump, while it is connected from the upper side to the condenser through flexible 

tube.  

     The water is circulated through the test section and the boiler using circulating 

pump located in perpendicular position to reduce the losses and any cavitation that 

could be anticipated during flash process. The boiler in the present experiments 

consists of electrically heated coil used to heat the water with heat capacity of (3kW). 

The body of the boiler is thermally insulated to reduce the heat losses to the 

environment .When the water passes through the boiler, its temperature rise above 

(100 C
0
), as it is kept under the static pressure of the test section column (1.8m), then 

it enters the test section. The water velocity inside the test section is controlled by 

adjusting the water flow rate by the two valves (V1 and V2), while the water 

temperature during flashing is controlled by the cold water line valve (V5).                           

     In order to  ensure certain temperature difference between  the boiler outlet  and  

inlet ,  water  flow rate inside the boiler is adjusted by mean of  the  same  valves (V1 

and V2) . The hot water circulation rate inside the test section is measured using flow 

meter (FM) of range (0.2-3 m
3
/hr). In order to shorten the elapsed time required for 

the water to reach its steady state temperature, i.e constant temperature at test section 

inlet, the main parts of the experimental system are insulated with proper thermal 

insulation. Cold water at normal laboratory temperature (18 C
0
) is added to the 

circulating water before the pump inlet by means of manually operated valve (V5) to 

balance the heat inside the system. For the purpose of mass balance, water is drained 

from the lower part of the test section by means of gravity action through valve (V4).  

     The fluid inside the test section is ionized by passing a (D.C) current across two 

electric poles at position (E1 and E2), see Fig. (1). The positive pole is fixed in 

position (1) ,while the negative pole is fixed in position (2) .The ionization current is 

measured at constant voltage by means of (12V – 10A ) D.C power supply type (PC-

10A ) . These measurements are repeated at five different ionization currents, (3, 4.5, 

5.5 and 7 A) using constant voltage power supply of (12V). 

 

  

THEORITICAL ANALYSIS  

 

The assumptions and the formulation of mass, momentum and energy equations 

shown below, described in details by (IZZAT, 2003). 
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Mass equation:  

0




z

M
                                                                                                                      (1) 

Where:      

     M   = ρf Uf Asf  + ρg Ug Asg                                                                                   (2) 

 

  Momentum equation: 
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 Substitute for:  

Cos θ = 1 since the flow in our case is in vertical direction pipe:   
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Energy equation: 
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After formulation of these equations the following final equations are used in the 

computer program to conduct the theoretical calculations: 

s
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Where:  

s: is the slip ratio between the phases  
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The first incremental value for the water temperature (Ti) at test section inlet is 

assumed to the initial value (T0). The initial value is estimated using the following 

heat and balance equation:   
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     (15)                                                                                                                                                                                                                                                                                                                                                         

   

 Where:  

 EP: is the electrolysis power.  

EIEVEP *                                                                                         (16) 
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    The mathematical calculations in this research take under consideration the mass 

and heat balance of the whole system which is realized by modifying the 

mathematical calculations performed by Akram.W.Izzat, using full theoretical 

equations based on postulated assumptions instead of incorporation of some 

measurement results in the computer program as input data.  

     Equation (16) simulates the effect of the electrolysis on the heat balance equation. 

This equation equals zero when the flow is without electrolysis after substitution the 

current input value equals to zero, while during electrolysis process steam quality is 

calculated based on different current values and constant ionization voltage.   

 

RESULTS AND DISCUSSION  

 

- Fig. (2) show steam quality at test section exit versus the ionization current used for 

hydrogen bubbles generation at water inlet temperature (101.2C
0
). The figure clarifies 

the effects of the nuclei injection inside a saturated liquid on boiling enhancement. 

The curves plotted from the experimental and the theoretical results show that the 

steam quality in the exit of the test section increasing by increasing the amount of 

hydrogen nuclei generated inside the saturated water.  

     The effect of the non-equilibrium degree on the experimental results is clear when 

the saturated water flows in the test section without ionization. This makes a 

difference between the experimental and the theoretical results in such type of flow as 

shown in the figure. When water flows with electrolysis this difference becomes 

negligible as the electrolysis process eliminates the effect of the non-equilibrium on 

the experimental results. Accordingly the theoretical and the experimental results 

concur at certain ionization current.  

- Fig. (3) show flash inception point versus the ionization current at water inlet 

temperature (101.2 C
0
). The curves show that the flash inception point decreases by 

increasing the ionization current. The results obtained from the mathematical 

calculations coincide with those obtained from the measurements in the experiments 

without electrolysis while with electrolysis the experimental results show lower 

values than those obtained from theoretical due to the effect of hydrogen bubbles 

which initiates nucleate boiling earlier in the test section. 

- Fig. (4) show water non-equilibrium degree, 
0
C versus the ionization current at 

water inlet temperature (101.2 
0
C). From the curve it is clear that non – equilibrium 

degree decreases with increasing of the ionization current which in return decrease 

the distance of the flash inception point.                                                                                              

- Fig. (5-A&B) show the measured values of the local saturated water temperature 

and the saturation temperature based on local pressure versus test section length at 

constant mass flow rate and water inlet temperature. These figures show the position 

of the flash inception where the local water temperature equals to the saturation 

temperature. It is clear that this position is closer to the test section inlet when there is 

water electrolysis.  
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CONCLUSIONS  

 

- The steam quality in the test section exit increases (33%) proportionally with the 

injection rate of the hydrogen nuclei by using water electrolysis in the saturation 

water as the non-equilibrium degree decreases (42%) by increasing this percentage.   

- The flash inception point decreases as the ionization current increases at constant 

water inlet temperature and constant mass flow rate as the hydrogen bubbles acts as 

exciter for steam generation inside saturated water.  

- The behavior of the saturated water during flashing process as moving upward in a 

constant cross -section channel is similar to that induced in a multi- diameter 

divergent and convergent channel investigated by IZZAT, A. W. (2003), which 

means that the channel shape has a slight effect on the process in low water velocity.  
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NOMENCLATURE 

SYMBOL DESCRIPTION UNITS 

Cp Water heat capacity J/kg K
0
 

D Diameter of the section m 

EI Current of the electrolysis A 

EV Voltage of the electrolysis V 

hc Heat transfer coefficient between the test 

section wall and the  surrounding 

W/m
2  

K
0
 

L Test section length m 

Mi Initial water mass flow rate kg/s 

Me Exit water mass flow rate kg/s 

QI Heater power W 

Tc Surrounding temperature K
0
 

T0 The initial value of the water temperature at 

test section inlet 

K
0
 

Te The water temperature at test section exit K
0
 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

                                                          
 

 

 

 

 

    

 

                 

 

 

 

 

 



A.W. Izzat                                                                         Flash Evaporation Enhancement By  

R.M. Addaiy                                                                      Electrolysis Of Saturated Water Flowing  

                                                                                            Upwards In Vertical Pipe 

 

 5629 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. (1): The experimental system layout 
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Fig. (2): Steam quality at test section exit versus the ionization current at 

T1=101.2 C. mass flow rate=0.1722 kg/s. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 
Fig. (3): Flash inception point versus the ionization current at T1 =101.2 C, mass 

flow rate =0.1722 kg /s. 
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Fig. (4): Measured value of the non-equilibrium degree in the flash inception 

point versus the ionization current at T1=101.2 C. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (5A): Experimental and theoretical saturation water temperature 

distribution along test section length at T1=101.2C, mass flow rate =0.1722 kg/s 

(without water electrolysis). 

0.2

0.4

0.6

0.8

1

1.2

1.4

0 1 2 3 4 5 6 7 8
ionization current ,A

no
n-

eq
ui

lib
riu

m
 d

eg
re

e 
,C

measurement value

98

100

102

104

106

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

test section lenght ,m 

w
a

te
r 

te
m

p
e

ra
tu

re
,C

theoretical value

measurement value

Ts = T



Journal of Engineering Volume   16   September   2010 Number 3 
 

 

 5632 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

        

Fig. (5B): Experimental and theoretical saturation water temperature 

distribution along test section length at T1=101.2C, mass flow rate =0.1722 kg/s 

(with water electrolysis), current=3A. 
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ABSTRACT 

This paper is concerned with the investigation of the optimum period of time between maintenance 

by the aid of Monte Carlo simulation technique of an old water tube boiler, double identical drums; 

its capacity is 70 ton/ hour of super heated steam. There are a multitude of failures that are caused 

by boiler operator's errors, boiler inspector, boiler maintainer and faults of boiler auxiliary 

equipments which lead to operation parameter deviations and boiler shut down. Changing 

maintenance plan to be based on optimum period of time between scheduled maintenance and 

inspection will achieve maximum boiler availability. 

 

 الخلاصة

لوشجل بخاسي قذٌن رو ٌتعلق هزا البحج فً دساست واٌجاد افعل فتشة صهٌٍت بٍي الصٍاًاث الوبشهجت بأستخذام اسلىب الوحاكاة 

عذٌذة ٌتعشض هزا الوشجل لحالاث فشل . لكل ساعت هي البخاس الوحوص غي 07وعائٍٍي هتٌاظشٌي علىي وسفلً غاقته الاًتاجٍت 

زا الوشجل اظافت الى فشل بعط الوعذاث الولحقت بالوشجل والتً تؤدي لهدس الصٍاًت والفحص اوك لًشغًٍتٍجت لاخطاء الكادس الت

اى تغٍٍش خطت الصٍاًت والفحص بحٍج اًها تعتوذ على . الى حذوث اًحشافاث فً الوتغٍشاث التشغٍلٍت وبالتالً تىقف الوشجل

.افعل تىفشٌت هوكٌت للوشجل البخاسي سٍؤدي الى تحقٍق الوبشهجت والفحص افعل صهي بٍي الصٍاًاث  

   

KEYWORDS: Availability, Simulation, Reliability, Optimum period between maintenance. 

 

INTRODUCTION 

Availability gives the probability of a unit being available - not broken and not undergoing repair 

when called upon for use, it combines the concepts of reliability and maintainability. Many studies 

are submitted to increase boiler reliability by describe the process design and control of boiler leak 

detection system [marques j.2002], and improving boiler combustion efficiency [david C. 2000]. 

This paper is an attempt to increase boiler availability by changing the period of time between 

scheduled maintenance and inspection. System availability simulation process is based on Monte 

Carlo simulation method [Kelton N. 2000], [Sanders R. 2002], availability simulation is 

performed based on analytical system reliability model to be as a simulation mathematical model. 

This would not be confused with the methodology of uses Monte Carlo simulation of individual 

components to estimate the overall system reliability [reliability hotwire. 2006]. 
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SIMULATION METHODOLOGY 
The simulation method to estimate system's availability is employed. It includes the number of 

expected failures, number of expected maintenance actions and then expected mean time to repair. 

The estimation process involves synthesizing system performance over a given number of 

simulation runs or loops. Each loop simulates how the system might perform in real life based on 

the specified failure and downtime properties of the system. These properties consist of the 

interrelationships among the components, and the corresponding quantitative failure and repair for 

each component. The reliability block diagram determines how component failures can interact to 

cause system failures. The failure and repair determine how often components are likely to fail, 

how quickly they will be restored to service. By performing many simulation loops and recording a 

success or failure for each loop, a statistical picture of the system performance can be obtained.   A 

simulation model of the system could be developed that simulates the random failures and repair 

times of the system, thus creating an overall picture of the up and down states for the system, as 

illustrated in Fig. 1 

 

  

 

Fig.1: Uptime and downtime of system 

 

AVAILABILITY SIMULATION STEPS 
Evaluation of system availability for a given operation time is performed by the following steps: 

Random times-to-failure and times-to-repair are generated.  

If the component or components that fail in that time period are vital to the operation of the 

system, the system is said to have failed.  

This process is repeated for a specified number of iterations and the results are averaged to 

develop an overall model of system availability.  

 The simulation program generates a random failure time for each component using Monte Carlo 

simulation, based on the analytical reliability model.  

 This failure time is compared to the mission end time. If the failure time is greater than the 

mission end time, the loop is considered to be over and no downtime is logged for that loop.  

 If the random failure time is less than the mission end time, a failure is logged against the system.  

 At this point, a repair time is generated based on the system's repair distribution. This is logged as 

system downtime.  

 The failed system has now accumulated life equivalent to the sum of the failure time and the 

repair time.  

 If this sum, or elapsed time, is less than the mission end time, another random failure time is 

generated.  

 If this new failure time is less than the remaining time (mission end time less elapsed time), 

another repair time is logged, and so on.  

 This process repeats until enough failure and repair times have elapsed to meet or exceed the 

system mission end time, and the total downtime and number of failures for the loop are logged.  

 This process is repeated for each loop, and the uptime for each loop (mission end time minus 

downtime) is calculated.  

 At the end of all of the simulation loops, the downtime is averaged and divided by the mission 
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end time to determine the average availability. 

 The point availability is determined by dividing the total number of times the system was 

operational at the end of each loop by the number of loops. 

 

MONTE CARLO SIMULATION MODELS 
To illustrate how simulation data points are generated, it is important to demonstrate the 

availability simulation models by use of Monte carol simulation method:    

1-First Model: generation of time to failure that based on boiler reliability model which consist of 

three subsystems in series connection, first and second subsystems consist of two components with 

parallel connection. The reliability model is calculated to be: 

Rsystem= ttttt eeeee 000189.00002.000037.0000256.000035.0 )]1)(1(1[)]1)(1(1[          (1) 

 

 

Simulation is performed by generating a uniformly distributed random number (Rnd), since 0 < 

Rsystem (t) < 1, then let U random number in the same interval 0 < U < 1.  

Substituting U for Rsystem (t) and solving for (t) as the following steps: 

-At a selected desired mission time (to), calculate boiler reliability Rsystem (to) from eq. 1, then 

evaluate boiler failure rate from the equation: 

system

o
system

R

t

ln
                                                                                                                            (2) 

Where: 

           system  = failure rate 

            at       = mission time 

           systemR  = boiler reliability                                                                                      

-Generating random number Rnd in the interval 0<Rnd<1. 

)ln(Ut systemsimulation                                                                                                                    (3)             

Where: 

          U          =Rnd 

          simulationt Simulated mission time 

         system      = failure rate 

 

-Above step is repeated for 100 times, at each time the tsimulation is recalculated.  

-Average tsimulation is calculated as below: 

 

Average tsimulation = 
100

100

1


i

simulationt

                                                                                                         (4) 

 

-Average tsimulation is compared with the mission time (to), if it is greater than (to), that’s mean, the 

boiler is pass the mission time successfully and there is no failure, but if, it is less than (to), in this 

case, the boiler is failed and Average tsimulation is represents the first time to failure. 

 

Average tsimulation  to = no failure 

 

Average tsimulation < to = failure 
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SECOND MODEL: generation of emergency repairing time, it is depends on the field data 

repairing times distribution, researcher considers the boiler as a one component, that because of, 

there is no recorded repairing time of boiler systems failures available to be collected in the boiler 

operation documents, just there are periods of boiler downtimes beyond consideration of which 

systems are failed and lead to boiler downtime. Although most of repairing times are conforming to 

the lognormal distribution [Murphy E. 2002], but according to the natural of the collected field 

data of repairing times they are modeled by uniformly rectangular distributions, because of, the 

collected repairing times are not exact values, but they are in form of one day, two day,…….ect., in 

addition to there is no enough data base to be modeled, so that, their distribution are modeled by 

uniformly rectangular distributions, whereas, the x-axis is represents the probability of occurrence, 

and it is divided by the number of the collected data, y-axis is represents the number of day taken 

into repair (period of time). To introduce emergency repair time, program generates random 

number uniformly in the range {0-1}, and apply this random number on the x-axis of the 

distribution to find the corresponding emergency repairing time (trepair) on y-axis, the distribution 

models are illustrated in Fig. 2 (A, B, C, D, E, F, G, I, J, K, L, and M). After generating time to 

failure and repairing time, the both values are subtracted from the mission time and the rest of the 

current mission time represents new mission time: 

 

New mission time = )( repairsimulatedo ttt                                                                                           (5) 

 

THIRD MODEL: generation of the second time to failure depends on the calculation of boiler 

reliability from eq.1 too, but at new mission time of eq. 5. Before the calculation of new boiler 

failure rate, there is a fact has to be considered, since the emergency maintenance is a partial 

maintenance, which is performed just to repair the failed parts, the boiler restarts with reliability 

not equal to 100% at time equal to zero, that because it is pass a partial maintenance.  

 Researcher models this fact by the equation below: 

 

))(ln( sdR

t

system

o
system


                                                                                                           (6) 

 

Where: d = the subtracted value to evaluate the real reliability when the boiler passes partial 

emergency maintenance,  

              S = number of the failures which were occurred, that (s) = 2 during calculation of the 

second time to failure, (s) = 3 during calculation of the third time to failure, the 

same order is applied for the other times to failure. 

 

Researcher determines the value of (d) to be (0.025), this value is evaluated by validation of the 

historical field data base, and the validation is depends on the boiler data of the last three years as 

mentioned below: 

- 1
st
 year: the boiler was suffered of (9) times of emergency shutdown, that take (49) days as a 

repairing time. 

- 2
nd

 year: the boiler was suffered of (12) times of emergency shutdown, that take (58) days as a 

repairing time. 

- 3
rd

 year: the boiler was suffered of (10) times of emergency shutdown, that take (46) days as a 

repairing time. 

 The scheduled annual maintenance is approximately constant and equal to (35) days, the 

availabilities of the three years are determined according to equation [Charles E. 1997]: 
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downtimeuptime

uptime
tyAvailabili


                                                                                   (7) 

 

Availability of 1
st
 year = %787.0

)2435(8640

)2449(8640





 

 

Availability of 2
nd

 year= %774.0
))2435(8640(

)2454(8640





 

 

Availability of 3
rd

 year= %7822.0
)2435(8640

)2451(8640





 

 

Average availability= %78.0
3

7822.0774.0787.0



 

 

Researcher validate the outputs of the program with the average availability by making many try 

and error iterations to find the suitable value of (d). 

The evaluation of the average second time to failure is evaluated randomly by the same 

procedure of evaluation of first time to failure, this average time to failure has to be compared with 

the new mission time in eq. 5 as below: 

 

-Average second tsimulation > [ )( repairsimulatedo ttt  ] = there is no second failure and simulation loop 

has to be stopped and the boiler pass the mission time (to) with one failure. 

 

-Average second tsimulation < [ )( repairsimulatedo ttt  ] = there is a second failure and simulation loop 

has to be continued checking for third time to failure. 

 

FOURTH MODEL: is the evaluation of schedule repairing time, investigations show that the 

schedule maintenance time is consists of two parts: 

- Primary time, it is the time takes into performing the preparation and fundamental jobs. 

- Secondary time, it is the time takes into replacing the plugged and corroded boiler tubes. 

Researcher studies the schedule repairing times of this boiler, it is planed to be (35) days, 

the primary time is about (15) day, and it is necessary for each scheduled shutdown, whatever the 

mission time, secondary time is then (20) day, it is depends on the planed boiler mission time. 

Tube boiler corrosion rates are constant, and since (20) days are taking into repairing and 

replacing boiler failed tubes when the mission time is (12) months, so that researcher assumes that 

if boiler mission time is (11) month, the: 

- For mission time of (11) month the schedule repairing time will be equal to      

20)
12

11
( schedulet  

- For mission time of (10) month the schedule repairing time will be equal to      20)
12

10
( schedulet  

- For mission time of (9) month the schedule repairing time will be equal to      20)
12

9
( schedulet  

- For mission time of (8) month the schedule repairing time will be equal to      20)
12

8
( schedulet  
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- For mission time of (7) month the schedule repairing time will be equal to      20)
12

7
( schedulet  

- For mission time of (6) month the schedule repairing time will be equal to      20)
12

6
( schedulet  

- For mission time of (5) month the schedule repairing time will be equal to      20)
12

5
( schedulet  

- For mission time of (4) month the schedule repairing time will be equal to      20)
12

4
( schedulet  

- For mission time of (3) month the schedule repairing time will be equal to      20)
12

3
( schedulet  

- For mission time of (2) month the schedule repairing time will be equal to      20)
12

2
( schedulet  

- For mission time of (1) month the schedule repairing time will be equal to      20)
12

1
( schedulet  
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Fig. 2: Boiler repairing time distribution for mission time as, (A) first month, (B) second 

month, (C) third month, (D) fourth month, (E) fifth month, (F) sixth month, (G) seventh 

month, (I) eighth month, (J) ninth month, (K) tenth month, (L) eleventh month, (M) twelfth 

month 
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Continued 
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Continued 

 

Results 

Fig. 3 represents the output (bar chart) of the computer program that used to perform the 

availability simulation after formulating all the simulation models based on visual basic 

language, each bar in the figure represents the availability of the boiler at its related mission 

time, first availability is simulated at mission time equal to one month, the others are 

simulated with increasing mission time by one month one each stage till the mission time 

reach its maximum value (twelve months).    
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Fig. 3: Simulated availability bar chart 

 

 

 

CONCLUSION 
In this work the boiler availability is investigated by changing boiler mission time, from one month 

to twelve month, in order to determine optimum period of time between scheduled maintenance 

that achieves as possible as maximum availability, from Fig. 3 it is clear that maximum availability 

is achieved by use of seven month as a period of time between scheduled maintenance, so that, this 

period is represents the optimum period of time between maintenance. 
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ABSTRACT 
Theoretical and experimental study has been conducted on developing laminar 

mixed convection heat transfer air flow through an annulus for both aiding and 

opposing flow with uniformly heated inner cylinder and adiabatic outer cylinder for 

the theoretical part and with uniformly heated inner cylinder while the outer cylinder 

is subjected to the ambient for the experimental part. In the theoretical investigation 

the energy equation was first solved using (ADI) method, and then the momentum 

equations and continuity equation were combined as the pressure correction formula 

and solved by the SIMPLE algorithm. The present theoretical work covers Ra range 

from 4.55*10
5
 to 5.649*10

6
 and Re range from 300 to 1000 with radius ratio of 0.555 

and Pr=0.72. The velocity and temperature profile results have revealed that the 

secondary flow created by natural convection have significant effects on the heat 

transfer process and the results reveal an increase in the Nusselt number values as Ra 

increases. The experimental setup consists of an annulus which has a radius ratio of 

0.555 and inner cylinder with a heated length 1.2m subjected to a constant heat flux 

while the outer cylinder is subjected to the ambient temperature. The investigation 

covers Reynolds number range from 154 to 724, heat flux varied from 93 W/m
2
 to 

857 W/m
2
, and annulus angles of inclinations α=0° (horizontal), α=20°, 60° (inclined 

aiding flow), α=-20,-60 (inclined opposing flow) and α=90° (vertical). The 

experimental results show an increase in the local Nusselt number values as the heat 

flux increases and as the angle of the inclination moves from the positive angles 

(inclined aiding flow) to the horizontal position and from the negative angles 

(inclined opposing flow) to the horizontal position. The experimental results show 

that the local Nusselt number values of the aiding flow are higher than that of the 

opposing flow at the same Reynolds number and heat flux. 

 

 الخلاصة

أخُشٌجْ دساست َظشٌت ٔ عًهٍت لاَخقال انسشاسة بانسًم انًخخهظ ندشٌاٌ انٕٓاء خلال حدٌٕف زهقً رٔ             

فً زانت اندشٌاٌ انثإَي باحداِ اندشٌاٌ انشئٍسً ٔفً زانت اندشٌاٌ انثإَي عكس ) أسطٕاَخٍٍ يخًشكضحٍٍ

ضٔنت فً زانت انذساست انُظشٌت ايا فً ؛ انذاخهٍت يسخُت حسخٍٍ يُخظى  ٔ انخاسخٍت يع(احداِ اندشٌاٌ انشئٍسً

 .زانت انذساست انعًهٍت فاٌ الاسطٕاَت انذاخهٍت يسخُت حسخٍٍ يُخظى ٔانخاسخٍت يعشضت انى دسخت زشاسة اندٕ

ثى حى سبظ يعادلاث انضخى بًعادنت  (ADI)انبسث انُظشي حى زم يعادنت انطاقت ألا باسخخذاو طشٌقت فً 
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 Reسقى سٌُٕنذص  (SIMPLE).صسٍر انضغظ ٔانخً حى زهٓا باسخخذاو خٕاسصيٍت الاسخًشاسٌت لاَخاج يعادنت ح

10*4.55يٍ  Raأيا سقى سانً  0333إنى  233انًسخخذو فً ْزا انبسث انُظشي يٍ 
5 

10*5.649انى 
6

يع  

ًْٔ َفسٓا انًسخخذيت فً اندضء انعًهً يٍ ْزا انبسث ٔسقى بشاَذحم  3.444َسبت َصف قطش حسأي 

Pr=0.72 .ٓشث َخائح حٕصٌع انسشعت ٔ دسخاث انسشاسة اٌ اندشٌاٌ انثإَي انُاحح يٍ انسًم اظ

نّ حاثٍش يٓى عهى عًهٍت اَخقال انسشاسة كًا اظٓشث انُخائح صٌادة فً قٍى سقى َسهج انًٕقعً عُذ ( انطبٍعً)انسش

نًٕقعً ٔ انًعذّل انبسث انعًهً حضًٍ اخشاء حداسب عًهٍت نذساست اَخقال انسشاسة ا .Raصٌادة سقى سانً 

( أي حضايٍ انخشكٍم انسشاسي يع انخشكٍم انٍٓذسٔدٌُايٍكً) بانسًم انًخخهظ ندشٌاٌ انٕٓاء انًشكّـم حشاكبٍاً 

،  m 0.1ٔ بطٕل كهً  0.555بخدٌٕف زهقً بٍٍ اسطٕاَخٍٍ يخسذحً انًشكض، َسبت َصف انقطش نًٓا حعادل 

باحداِ اندشٌاٌ انشئٍسً ٔفً زانت اندشٌاٌ انثإَي عكس احداِ  فً زانت اندشٌاٌ انثإَي)بانٕضع الأفقً، انًائم

سخُج الاسطٕاَت انذاخهٍت حسج فٍض زشاسي ثابج ، بًٍُا عشّضج الاسطٕاَت . ، ٔ انعًٕدي(اندشٌاٌ انشئٍسً

أيا انفٍض  413إنى  043فً ْزا انبسث يٍ  Reٌخشأذ يعذّل سقى سٌُٕنذص . انخاسخٍت إنى دسخت زشاسة اندٕ

W/m 93سي فٍخغٍش يٍ انسشا
2 

W/m 857 إنى 
2

 °60،  °20، (أفقً) °0، ٔ صٔاٌا يٍم انخدٌٕف انسهقً ًْ 

بٍُج انُخائح انًسخخشخت يٍ انبسث انعًهً نكم صٔاٌا انًٍلاٌ اٌ سقى َسهج  (.عًٕدي) 90°، 60°- ،20°- ،

غٍش صأٌت يٍم الاَبٕب انسهقً انًٕقعً ٌضداد كهًا اصداد انفٍض انسشاسي ٔكزنك ٌضداد سقى َسهج انًٕقعً عُذ ح

انى انًٕقع الافقً ٔعُذ حغٍش صأٌت يٍم الاَبٕب ( اندشٌاٌ انثإَي باحداِ اندشٌاٌ انشئٍسً)يٍ انضٔاٌا انًٕخبت 

كًا بٍُج انُخائح . انى انًٕقع الافقً( اندشٌاٌ انثإَي عكس احداِ اندشٌاٌ انشئٍسً)انسهقً يٍ انضٔاٌا انسانبت 

ًْ اكبش يُٓا فً زانت ( اندشٌاٌ انثإَي باحداِ اندشٌاٌ انشئٍسً)سقى َسهج انًٕقعً فً زانت انعًهٍت اٌ قٍى 

  .عُذ َفس سقى سٌُٕنذص ٔانفٍض انسشاسي انًسهظ( اندشٌاٌ انثإَي عكس احداِ اندشٌاٌ انشئٍسً)

 

KEYWORDS: Mixed Convection, Developing, Laminar, Concentric Annuli.  

 

INTRODUCTION  

Convection heat transfer involves the transfer of heat by the motion of a fluid. 

The term natural convection is used if this motion is caused by density variations 

resulting from temperature differences within the fluid. The term forced convection is 

used if this motion is caused by an outside force, such as a pump, blower fan and 

compressor. Mixed convection flow occurs when both natural and forced convection 

mechanisms simultaneously and significantly contribute to the heat transfer. (Cony 

and El-Sharrawi 1975), presented the results of a finite difference analysis for 

incompressible laminar flow heat transfer in concentric annuli with a simultaneously 

developing hydrodynamic and thermal boundary layers with three radius ratios of 

(0.1, 0.5, and 0.9), the boundary conditions of one wall being isothermal and the outer 

wall adiabatic. Results show how much error can be introduced for the case of gases 

(Pr=0.7) if the heat transfer is calculated by assuming a fully developed profile from 

the entrance. This error decreases as the flow moves away from the duct entrance and 

approaches full development. Also results show that the local Nusselt number for the 

case of an isothermal inner wall and adiabatic outer wall is greater at the same 

dimensionless axial distance from entrance than for the case of an isothermal outer 

wall and adiabatic inner wall. Combined forced-free laminar convection with a flat 

velocity profile in the entrance region of vertical concentric annuli has been 

investigated by (El-Sharrawi and Sarhan 1980), for three radius ratios of (0.5 , 0.8 

and 0.9) and for two boundary conditions namely, the outer wall is isothermal while 

the inner wall is adiabatic under -700 ≤ Gr/Re ≤ 1600 and the inner wall is isothermal 

while the outer wall is adiabatic under  -200 ≤ Gr/Re ≤ 800. The study show that 

when the free convection opposes the forced flow (i.e., heating with down flow or 

cooling with up flow) there exist a possibility of flow reversal near the heated 

boundary while such a flow reversal may occur near the insulated wall if the free 

convection is aiding the forced flow. (Nazrul Islam , Gaitonde and Sharma 2001), 

performed a numerical as well as an experimental investigation of steady laminar 

mixed convection heat transfer in horizontal concentric annuli using air and water as 
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the working fluid. The thermal boundary condition chosen is that of uniform heat flux 

at the inner wall and an adiabatic outer wall. The numerical investigations were 

carried out with  10
4
<Ra<10

8
,  1.5 ≤ ro/ri ≤ 10 ,  0.7 ≤ Pr ≤ 5.42 and 200 ≤ Re ≤ 1000. 

It is observed that, depending on the value of Rayleigh number, the Nusselt numbers 

are considerably higher than the corresponding pure forced convection values over a 

significant portion of the annular duct.  

The main aim of the present theoretical investigation is to determine the effect 

of Ra number, Re number and the flow direction (i.e., aiding and opposing flow) on 

the variation of surface temperature, Nusselt number, temperature profile and velocity 

profile along the annulus. The experimental study objectives are to determine the 

effect of the primary flow, heat flux, the effect of inclination angle and the direction 

of the main flow with respect to the secondary motion on the heat transfer process 

along the annulus for a specific range of inner cylinder heat flux and for laminar 

range of the air flow. 

 

MATHEMATICAL MODELING 

For an air flow in a vertical annulus, both free and forced convection effect in 

axial and radial directions are presented. A two-dimensional model can be used to 

describe the mixed convection heat transfer in a vertical annulus with inner radius ri 

and outer radius ro which has a configuration shown in Fig.(1). 

  

ASSUMPTIONS 

  The following assumptions are used in the modeling: 

 Incompressible fluid.  

 Two dimensional in (r,z) flow. 

 Simultaneously developing hydrodynamic and thermal aiding flow. 

 No internal heat generation and heat dissipation. 

 Neglecting viscous dissipation.  

 The physical properties are constant except the density in the                                          

buoyancy term of momentum equations which varies according to 

Boussinesq
,
s approximation. 
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NONDIMENSIONALIZATION 

To nondimensionalize the variables used in the governing equations, the 

following dimensionless variables are defined 
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DIMENSIONLESS GOVERNING EQUATIONS 
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Entry Boundary Conditions (see Fig.(2)) 

At Z=0      Θ=0 , U=1 ,  V=0 ,  P'=0 (John D. Anderson, Jr. 1995)  

 

Wall Boundary Conditions (see Fig.(2)) 

At    R=N ,  1RΘ   (Constant heat flux).  At    R=1, 0R     (Adiabatic wall) 

At    R=N & R=1       U=V=0 ,  0RP  ( John D. Anderson, Jr. 1995) 

 

Exit Boundary Conditions (John D. Anderson, Jr. 1995) (see Fig.(2)) 

U & V (allowed to float, using zeroth-order extrapolation), P'=0 

 

Local and Average Nusselt Number 

The heat flux is computed from the following equation: 
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  The heat flux at inner wall surface equals the heat transferred by convection 

from this surface to the fluid that is represented by the following equation: 
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                                                     (10) 

 

By equating eqs.(9) and (10), the heat transfer coefficient can be calculated as 

follows: 
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Hence, the Nusselt number becomes: 
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Or, in dimensionless form: 
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Where; 
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The average Nusselt number is defined as: 
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dzNu

L

1
Nu                                                                                                     (16) 

 

NUMERICAL SOLUTION 

A rectangular grid was used for solving the energy equation while a staggered 

grid was used for solving the coupling of continuity and momentum equations to 

eliminate the possibility of a checkerboard pressure and velocity pattern. The pressure 

and temperature are calculated at the solid grid points and the velocities are calculated 

at the opened and crossed grid points as shown in Fig.(3).  

 

Energy Equation 

Using the Alternating Direction Implicit ADI method, the solution of the 

energy equation may be written as: 

The implicit equation in R-direction; 
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The implicit equation in Z-direction; 
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Where; 
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Momentum Equation in Z-Direction 
Using forward difference in time and central difference in space around point 

(i+1/2,j) in Fig.(3), eq.(6) becomes; 
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At the beginning of each new iteration, P=P
*
. Thus eq.(27) becomes; 
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Subtracting eq.(29) from eq.(27), we have; 
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Following the work of (Suhas V. Patenkar 1980), let us arbitrary set  A and 
n) U (   equal to zero in eq.(30), obtaining; 
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Substituting eq.(31) in eq.(36) gives; 
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Momentum Equation in R-Direction 

Using forward difference in time and central difference in space around point 

(i,j+1/2) in Fig.(3), eq.(7) becomes; 
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At the beginning of each new iteration, P=P
*
. Thus eq.(38) becomes; 
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Subtracting eq.(40) from eq.(38), gives; 
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n

)
2

1
j(i,

*n

)
2

1
j(i,

n

)
2

1
j(i,

)V() V () V (


                                                                              (43) 

*BB B                                                                                                                   (44) 
*

j)(i,j)(i,j)(i, PPP                                                                                                          (45) 

*

1)j,(i1)j,(i1)j,(i PPP                                                                                                  (46) 

  

Following the work of (Suhas V. Patenkar 1980), let us arbitrary set B and 
n) V (   equal to zero in eq.(41), obtaining; 

 

  nj)(i,1)j(i,2

2
1n

)
2

1
j(i,

PP
ΔR

Δτ

N)-4(1

Re
) V ( 






                                                              (47) 

  

Substituting eq.(42) in eq.(47) gives; 

  nj)(i,1)j,(i2

2
1n

)
2

1
j(i,

*1n

)
2

1
j(i,

PP
ΔR

Δτ

N)-4(1

Re
) V () V (  








                                         (48) 

 

Continuity Equation 

Writing the continuity equation in the central difference form around (i,j); 

 

0
ΔZ

UU

R

V

ΔR

VV
j),

2

1
(ij),

2

1
(i

) j (

j)(i,
)

2

1
j(i,)

2

1
j(i,










                                                           (49) 

 

 Substituting eqs.(37) and (48) in eq.(49) and dropping the subscript, we have; 

 

 dPcPcPbPb
a

1
P 1)-j(i,1)j(i,j)1,-(ij)1,(ij)(i, 




                                                (50) 

 

Where; 
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
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Re

Z
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2a

2

2 
                                                                          (51) 

Z

R 
b


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
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                                                                                                            (52) 


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

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1
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2
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j)(i,

) j (

*

)
2

1
j(i,

*

)
2

1
j(i,

UU RV
R

Z R
VV Zd                        (54) 

  

The local Nusselt number eq.(14) can be written as; 

 
 

(i)(i,1)

(i)

b
ΘΘ

N12
Nu




                                                                                                   (55) 

 

Applying Trapezoidal rule to integrate the average Nusselt number eq.(16); 

  

2

Z
NuNu2Nu

Z

1
Nu

1-mti

3i

(mt)(i)(2)m










 





                                                        (56) 

 

COMPUTATIONAL ALGORITHM 

 Solve eqs.(17) and (22) for temperature
1n

j)(i,Θ 
. 

 Guess values of 
n)(P*
at all the pressure grid points (the filled points in 

Fig.(3)). Also arbitrary set values of 
n)(U*

 and 
n)(V*
 at the proper velocity 

grid points (the open and crossed points in Fig.(3)). 

 Solve for 
1* )(U n
and 

1*)(V n
from eqs.(29) and (40) respectively at all 

appropriate interior grid points. 

 Using the values of  
1* )(U n
 and  

1*)(V n
 obtained in steps 3, solve for (P') 

from the pressure correction formula, eq.(50) by the relaxation technique. 

 Calculate 
1)(P n
at all internal grid points from the following equation; 

          Pα)(PP p

n

j)(i,

*1n

j)(i,

                                                                                   

(57) 

 Where pα  is underrelaxation factor. In the present work, the 

value of pα  was set as 0.2. 

 Calculate (U') and (V') from eqs.(36) and (47) respectively.   

 The new values of  
n)(U*

 and  
n)(V*
 for the next iteration will be obtained 

by underrelaxate 
1* )(U n
 and 

1*)(V n
obtained in step 3, as follows ;   
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               Uα)(U)(U p

1n*n*  
                                                                             

(58) 

               Vα)(V)(V p

1n*n*  
                                                                             

(59) 

 Calculate the average Nusselt Number using eq.(56). 

 Repeat steps 1 to 8 until convergence is reached by setting the summation of 

the mass source term (d) for the entire domain in eq.(54) equal to 10
-4

 and by 

setting the difference in the average Nusselt number Num between the present 

iteration and the previous iteration equal to 10
-4

.  

 

EXPERIMENTAL APPARATUS AND PROCEDURES 

An experimental rig was designed and constructed by (Akeel Al−Sudani, 

2005) in the University of Technology and it was used in the present work to study 

the heat transfer process by mixed convection to a simultaneously hydrodynamic and 

thermal developing air flow in an inclined annulus. The experimental apparatus is 

shown in Fig.(4). The present study including the opposing flow position in addition 

to the aiding flow position with a different inclination angles to those covered by 

(Akeel Al−Sudani, 2005). The purpose of using this rig was to deduce an empirical 

equation of average Nusselt number as a function of Reynolds number, Raylieh 

number, and to compare the theoretical results with the experimental ones.  

Experimental Procedure 

 The inclination angle of the annulus was adjusted as required. 

 The centrifugal fan was then switched on to circulate the air, through the open 

loop. A regulating valve was used for adjusting the required mass flow rate. 

 The electrical heater was switched on and the heater input power then adjusted 

to give the required heat flux. 

 The apparatus was left at least three hours to establish steady state condition. 

The thermocouples readings were measured every half an hour by means of 

the digital electronic thermometer until the reading became constant, a final 

reading was recorded.  

 During each test run, the angle of inclination of the annulus in degree, the 

reading of the manometer (air flow rate) in mm H2o, the readings of the 

thermocouples in ˚C, the heater current in amperes and the heater voltage in 

volts were recorded. 

 

RESULTS AND DISCUSSION 

 

Experimental Results 
 A total of 51 test runs were carried out to cover annulus inclination angles, horizontal 

( α=0
o 

), aiding flow ( α=20
o
, 60

o 
 and 90

o 
) and opposing flow (α=-20

o
 and -60

o
). The 

heat flux varied from 93 W/m
2
 to 857 W/m

2
 and Reynolds number varied from 154 to 

724. 

 

Heat Flux and Reynolds Number Effect on the Surface Temperature & Nuz 

Distribution  
 Figs.(5) and (6) show the variation of the surface temperature and the local 

Nusselt number along the inner cylinder for different heat flux and for Re=218. 

Figures show that the surface temperature and the local Nusselt number increase as 
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the heat flux increase with constant Reynolds number. This can be attributed to the 

increasing of the thermal boundary layer faster due to buoyancy effect as the heat flux 

increases for the same Reynolds number. 

 Figs.(7) and (8) show the variation of the surface temperature and the local 

Nusselt number along the inner cylinder for different Reynolds number and for heat 

flux (258 W/m
2
). Figures show that the surface temperature decrease and the local 

Nusselt number increase as the Re number increase with constant heat flux. It is 

necessary to mention that as heat flux increases the inner tube surface temperature 

increases because the free convection is the dominating factor in the heat transfer 

process. 

 

Angle of Inclination Effect on the Surface Temperature & Nuz Distribution  

 Figs.(9) and (10) show the influence of inclination angle for  aiding flow on 

the inner cylinder surface temperature and the local Nusselt number distribution for 

(Re=378, q=379 W/m
2
). Figures show a reduction in surface temperature and 

increasing in the local Nusselt number as the angle of inclination changes from 

vertical to horizontal position (aiding flow); this can be attributed to the large 

buoyancy effect in a horizontal annulus compared with the other annulus angle of 

inclination. The same behavior is found as the angle of inclination changes from 

negative angles (opposing flow) to horizontal position. 

 

 

Flow Direction Effect on the Surface Temperature & Nuz Distribution 

 Figs.(11) and (12) show the influence of flow direction (i.e., aiding & 

opposing flow) on the inner cylinder surface temperature and the local Nusselt 

number distribution for (Re=154, q=258 W/m
2
) for (α=20

o
 and α=-20

o
). Figures show 

a reduction in surface temperature and increasing in the local Nusselt number as the 

angle of inclination changes from negative angles (opposing flow) to the positive 

angles ( aiding flow); this can be attributed to the large buoyancy effect in the 

positive angles ( aiding flow) compared with the negative angles (opposing flow).  

 

Angle of Inclination Effect on Average Nusselt Number 

 The influence of inclination angle on Num is plotted for both aiding and 

opposing flow in Figs.(13) and (14) for (q=676 W/m
2
, Re=308) and (q=517 W/m

2
, 

Re=218);  respectively. Figures show that (ζ) decrease as the angle of inclination 

changes from horizontal position to the positive angles (aiding flow) and from 

horizontal position to negative angles (opposing flow) due to the decreasing of 

buoyancy effect as the angle changes from the horizontal position to the inclined 

position. 

 

Average Nusselt Number versus Reynolds Number and Rayleigah Number  
  The relationship between average Nusselt number and Reynolds number are 

plotted in Figs.(15) and (16) for (α=0
o
, q=258 W/m

2
), (α=±60

o
, q=676 W/m

2
), 

respectively. Figures show that an increase in the average Nusselt number as 

Reynolds number increase and the values of the average Nusselt number for aiding 

flow are greater than that for opposing flow at the same Reynolds number. This can 

be attributed to the increase of the bouncy effect in the case of aiding flow which 

improves the heat transfer process. 
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            The relationship between average Nusselt number and Rayleigh number are 

plotted in Figs.(17) and (18) for (α=0
o
, Re=218), (α=±60

o
, Re=378), respectively. 

Figures show an increase in the average Nusselt number as Rayleigh number increase 

and that the values the average Nusselt number for aiding flow are greater than that 

for opposing flow at the same Rayleigh number. This can be attributed to the increase 

of the bouncy effect in the case of aiding flow which improves the heat transfer 

process.  

 

THEORETICAL RESULTS 
 

Temperature Profile  
          The variation of temperature profiles along the vertical annulus are shown in 

Fig.(19), for (q=150 W/m
2
, Re=1000). Figure shows a steep temperature gradient 

near the heated surface and the thickness of the thermal boundary layer gradually 

increases as the flow moves from annulus inlet towards annulus exit. 

 

Velocity Profile  
 The velocity Profiles show the limitation of the buoyancy effect in the case of 

Gr/Re=0 see Fig.(20), as all the profiles show approximately similar distribution 

about the middle of the annular space which is similar to pure forced convection 

behavior (Cony and El-Sharrawi 1975). Fig.(21) shows the development of the 

axial velocity profiles along the annulus axis for (q=150 W/m
2
, Re=1000). It can be 

seen that the profiles bias slightly towards the heated surface. That can be attributed 

to the decreasing in the air density near the heated surface which will cause a 

decrease in the effect of the gravitational body force, which is proportional to the 

density. Fig.(22) shows the effect of the parameter Gr/Re on the axial velocity profile 

at z=0.603m for Gr/Re=±1898 with Gr/Re=0. It is clear from the this figure that when 

the free convection opposes the forced flow the buoyancy force tends to retard the 

fluid near the heated boundary and accelerates it near the opposite adiabatic wall and 

vice versa, which have the same behavior that found by (El-Sharrawi and Sarhan 

1980).  

 
Surface Temperature & Local Nusselt Number 
 The effect of heat flux and Reynolds number on the surface temperature and 

the local Nusselt number obtained in the theoretical study is similar to that obtained 

in the experimental study. Fig.(23) shows the effect of the parameter Gr/Re on the 

local Nusselt number values for Gr/Re=±633 and Gr/Re=±1898 with Gr/Re=0, 

respectively. It is clear from this figure that with positive values of Gr/Re, the values 

of  local Nusselt number are higher for the same dimensionless axial distance than 

their corresponding values of the purely forced convection case (Gr/Re=0) and vice 

versa with the negative values of Gr/Re. This is attributed to the higher velocities near 

the heated surface, and hence the decrease in the thickness of the developing 

boundary layer on that boundary, in case of an aiding free convection, which have the 

same behavior that found by (El-Sharrawi and Sarhan 1980).   

 

Comparison with the Present Theoretical Results 

          The experimental local Nusselt number results for Re=378, q=258 W/m
2
 is 

compared with the present theoretical results, as shown in Fig.(24). Figure reveals 

that the experimental local Nusselt number follows the same trend as the present 



Journal of Engineering Volume   16   September   2010 Number 3 
 

 

 5656 

theoretical results but is approximately higher with maximum difference of 29.47%, 

minimum difference of 6.46% and mean difference of 17.96%. 

 

CONCLUSIONS 

 The experimental investigation show that the inner tube surface temperature in 

the case of aiding flow is lower than that in the case of opposing flow, while the Nuz 

value in the case of aiding flow is higher than that in the case of opposing flow (the 

maximum value occurs in the horizontal position) at the same Reynolds number and 

heat flux. For the same Reynolds number and annulus orientation, the inner tube 

surface temperature and the Nuz increases as the heat flux increases. For the same 

heat flux and annulus orientation, the inner tube surface temperature increases as the 

Reynolds number decreases. The theoretical investigation show that The temperature 

profile along the annulus shows a steep profile near the heated surface with the 

thermal boundary thickness increases as the heat flux increases, Reynolds number 

decreases for the same axial position. When the free convection opposes the forced 

flow the buoyancy force tends to retard the fluid near the heated boundary and 

accelerates it near the opposite adiabatic wall. But when the free convection aids the 

forced flow the fluid accelerates near the heated wall and decelerates near the 

opposite adiabatic boundary, while in the case of Gr/Re=0 (pure forced convection) 

the maximum velocity occurs at the annular gap centerline (fully developed velocity 

profile). For constant heat flux the Nuz value increases at the annulus entrance as 

Reynolds number increases because of forced convection is dominant, while the Nuz 

value increases in the annulus downstream as the Reynolds number decreases due to 

free convection is dominant. With positive values of Gr/Re the values of Nuz are 

higher for the same logarithmic dimensionless axial distance (ZZ) than their 

corresponding values of the purely forced convection case (Gr/Re=0) and vice versa 

with the negative values of Gr/Re. The buoyancy effect can be neglected at the 

annulus entrance for all Reynolds number and heat flux covered in this study.   

 

REFERENCES 

 

 Akeel A. M. Al−Sudani, "An investigation into laminar combined convection 

heat transfer through concentric annuli", PhD. Thesis, University of 

Technology, Mechanical Engineering Department, September 2005. 

 

 Cony J. E. R. and El-Shaarawi M. A. I. ,"Finite difference analysis for 

laminar flow heat transfer in concentric annuli with simultaneously 

developing hydrodynamic and thermal boundary layers " ,  Int. Journal for 

Numerical Method in Engineering, Vol. 9, pp. 17-38, 1975. 

 

 El-Shaarawi M. A. and Sarhan A., "Free convection effects on the 

developing laminar flow in vertical concentric annuli " , J. Heat Transfer, Vol. 

102, pp.617-622, November, 1980. 

 

 John D. Anderson, Jr.," Computational Fluid Dynamics", Mc Graw-Hill, 

New York, 1995. 

 



I.Y. Hussain                                                               Developing Laminar Mixed Convection Heat  

M. A. N.Al-Safi                                                          Transfer Through Concentric Annuli 

 

 5657 

 Nazrul Islam, Gaitonde U.N. and Sharma G.K.,  " Mixed convection heat 

transfer in the entrance region of horizontal annuli", Int. J. Heat Mass 

Transfer. Vol.44, No.11, pp. 2107- 2120, 2001. 

 

 Suhas V. Patenkar,"Numerical Heat Transfer and Fluid Flow", Hemisphere, 

New York, 1980. 

 

NOMENCLATURE 

Latin Symbols 

SYMBOL DESCRIPTION UNITS 

Dh Hydraulic diameter=2(ro-ri) m 

h Heat transfer coefficient W/m
2
.
 o

C 

k Thermal conductivity W/m. 
o
C 

L Length m 

N Radius ratio=ri/ro – 

p Pressure N/m
2
 

q Heat flux W/m
2
 

r Radial coordinate m 

ro Outer radius of inner cylinder m 

ri Inner radius of outer cylinder m 

t Time s 

T Temperature 
o
C 

u Axial velocity m/s 

v Radial velocity m/s 

z Axial coordinate m 

 

Creak Symbols 

pα  Relaxation factor – 

α Angle of inclination degree 

̂  Thermal diffusivity m
2
/s 

β Coefficient of volume expansion 1/K 

ζ Average Nusselt number ratio for inclined to 

horizontal position  

– 

μ Dynamic viscosity kg/m.s 

υ Kinematic viscosity m
2
/s 

ρ Density kg/m
3
 

 

Dimensionless Groups 

Gr Grashof number 3

hoDr q β g / kυ2  

Nu Nusselt number h Dh/k 

P Pressure at any cross section p–pi/ρi.ui
2
 

Pr Prandtl number μ.Cp/k 

R Radial coordinate r/ro  

Ra Rayligh number Gr.Pr 

Re Reynolds number ui.Dh/υ 

Θ  Temperature (T-Ti) k/q" ro 
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τ Time υt/ro  

U Axial velocity component u/ui 

V Radial velocity component v.ro/υ 

Z Axial coordinate N)-2z(1 / Rero  

ZZ Inverse Graetz number z/Re.Pr.Dh 

 

Superscript 

* Intermediate time step 

n+1 forward time step 

− average 

* Initial guessed value 

' Difference between two values 

 

Subscript 

B BULK 

i Axial mesh point  

j Radial mesh point  

m Mean 

w Wall 

z Local in axial direction 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

    Fig.1: Two-Dimensional Annular                        Fig.2: Boundary Conditions         

               Geometry. 
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Fig.3: Staggered Mesh Network.                     Fig.4: A Photograph of Apparatus.    

 

 

 

                                          

   

 

 

 

 

 

 

 
         Fig.5: Experimental Variation of the              Fig.6: Experimental Local Nusselt                                              

          Surface Temperature with the                          Number Versus Dimensionless  

          Axial Distance, Re=218,=0
o
.                       Axial Distance, Re=218, =0

o
. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

      
Fig.7: Experimental Variation of the Surface        Fig.8: Experimental Local Nusselt Number        

Temperature with the Axial Distance,                   Versus Dimensionless Axial Distance  

q=258 W/m
2
,=0

o
.                         q=258 W/m

2
, =0

o
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  Fig.9: Experimental Variation of the Surface     Fig.10: Experimental Local Nusselt Number 

          Temperature with the Axial Distance for        Versus Dimensionless Axial Distance for 

    Various Angles, q=379 W/m
2
, Re=378.           Various Angles, q=379 W/m

2
, Re=378. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 Fig.11: Experimental Variation of the Surface      Fig.12: Experimental Local Nusselt Number 

         Temperature with the Axial Distance for            Versus Dimensionless Axial Distance for 

         Various Angles, q=258 W/m
2
, Re=154.               Various Angles, q=258 W/m

2
, Re=154. 

 

  

 

 

 

 

 

 

 

 

 

 

 
Fig.13: Experimental ζ=(Num)inc./(Num)hor as     Fig.14: Experimental ζ= (Num)inc./(Num)hor  

            a Function of Inclination Angle for                     as a Function of Inclination Angle for 

            q=676 W/m
2
, Re=308 (Aiding Flow).                 q=517 W/m

2
, Re=218 (Opposing Flow). 

 

 



I.Y. Hussain                                                               Developing Laminar Mixed Convection Heat  

M. A. N.Al-Safi                                                          Transfer Through Concentric Annuli 

 

 5661 

0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3

Ra*105

21.5

22.0

22.5

23.0

23.5

24.0

24.5

25.0
N

u
m

 α=60o, Re=378

 α= - 60o, Re=378

0.4 0.6 0.8 1.0 1.2 1.4 1.6

Ra*105

8

10

12

14

16

18

20

22

N
u

m

α=0o (horizontal)

Re=218

0.0 0.2 0.4 0.6 0.8 1.0

r-r i/ro-r i

25

30

35

40

45

50

55

60

65

70

T
 (

o
C

)

 z=0.012 m

 z=0.109 m

 z=0.353 m

 z=0.597 m

 z=1 m

0.0 0.2 0.4 0.6 0.8 1.0

r-r i/ro-r i

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

u
 (

m
/s

)

 z=0.018 m

 z=0.115 m

 z=0.359 m

 z=0.603 m

 z=1 m

0.0 0.2 0.4 0.6 0.8 1.0

r-r i/ro-r i

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

u
 (

m
/s

)

 z=0.018 m

 z=0.115 m

 z=0.359 m

 z=0.603 m

 z=1 m

0.0 0.2 0.4 0.6 0.8 1.0

r-r i/ro-r i

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

u
 (

m
/s

)

 Gr/Re=1898

 Gr/Re=0

 Gr/Re= - 1898

 

 

 

 

 

 

 

 

 

 

 

 
Fig.15: Experimental Average Nusselt             Fig.16: Experimental Average Nusselt  

            Number Versus Reynolds Number                    Number Versus Reynolds Number  

             for q=258 W/m
2
 , α=0

o
 (Horizontal).              for Various Angles, q=676 W/m

2
 . 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
Fig.17: Experimental Average Nusselt   Fig.18: Experimental Average Nusselt  

            Number Versus Rayleigh Number                        Number Versus Rayleigh Number  

            for Re=218, α=0
o
 (Horizontal).                           for Various Angles, Re=378. 

 
 

 
 

 

 

 

 

 

 

 

 

 
Fig.19: Theoretical Development of the             Fig.20: Theoretical Development of the 

        Temperature Profiles Along the                           Axial Velocity Profiles Along the 

        Annulus for q=150 W/m
2
 , Re=1000.                Annulus for Gr/Re=0. 
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Fig.21: Theoretical Development of the        Fig.22: Theoretical Development of the 

     Axial Velocity Profiles Along the                        Axial Velocity Profiles at z=0.603m 

     Annulus for q=150 W/m
2
 , Re=1000.                  for Various Values of Gr/Re. 

 

 

 

 

 

  

 

 

 

 

   

 

 

 
Fig.23: Theoretical Local Nusselt Number           Fig.24: Comparison of Experimental Nuz  

     Versus Dimensionless Axial Distance                  with the Theoretical Result for Vertical 

     for Various Values of Gr/Re.                                Position, q=258 W/m
2
 Re=378 . 
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ABSTRACT 

     An experimental and theoretical investigation of the effect of flow separation on the performance 

of a cascade NACA 65_(12)10 axial compressor blade has been carried out. The experimental work 

includes the fabrication of three blades from wood, each having a chord (100mm) but one of these 

blades having a span of (90mm) for smoke tunnel testing and the other two blades having a span of 

(380mm) for wind tunnel testing.The two blades were connected by suitable mechanism in order to 

be fixed in the wind tunnel protractor and rotated in the required stagger angle. The cascade was 

tested in an open type low-speed subsonic (Mach number=0.117) wind tunnel, for Reynolds number 

(Re=239605) based on maximum velocity (35 m/s) and airfoil chord length. The total and static 

pressures were measured in selected points between the two blades for stagger angles of (4 0 , 0 0 ,-

4 0 ,-8 0 and -12
0
) by using a multi-tube manometer and a pitot static tube. The small blade (90mm 

span) is tested in the smoke tunnel to visualize the real behavior of flow separation. The theoretical 

work includes using the software FLUENT (V6.2) to simulate the flow between the two blades. The 

study shows that the flow separation begins when the cascade are inclined at a stagger angle of (-

4 0 ) on the suction side of the lower blade at a position (96%chord experimentally and 98%chord 

theoretically). Then, the separation zone increases with increased stagger angle (in clockwise 

direction) and reach to the position (61%chord experimentally and 63%chord theoretically) at a 

stagger angle (-12 0 ).These results are validated by a smoke tunnel tests.This separation affects the 

performance of the compressor, where the static pressure ratio (
eS

p /
iS

p ) decreases as the 

separation zone gets bigger. The range of working stagger angle is then calculated. It was found in 

the range (-18 0  to 36 0 ). The flow behavior between the two blades shows that the blade-to-blade 

configuration works as nozzle-diffuser. The theoretical results were compared with the 

experimental results and good agreement was obtained.  

 

 

 :الخلاصة

ياٍ خارٛش اَفصال انضشٚاٌ ػهٗ اداء انشٚشخٍٛ انًخؼااببخٍٛ نهاااة ت انًحٕسٚات ندساعت ػًهٛت َٔظشٚت  اصشاءفٙ ْزا انبحذ  حى      

نكاٍ اداذٖ  (يهاى000)ٔحاش لام سٚشات , ادة انخشبيٍ ي انضضء انؼًهٙ ٚخاًٍ حصُٛغ رلاد سٚش.  [NACA 65_ (12)10]َٕع 

حاشط    .لاخخبااساث انُفاق انٓإا ٙ(يهى280)ػشض احابقخٍٛ رٔلاخخباساث انُفق انذخاَٙ ٔانشٚشخٍٛ انًخ( يهى 00)ػشض اثنشٚش را

حاى . انً هٕطاتانضأٚات حاذٔٚشْا طيُاعبت نكٙ حزخبج طًُقهت انُفق ٔطانخانٙ ًٚكاٍ  آنّٛلاخخباساث انُفق انٕٓا ٙ ط خٍٛانشٚشخٍٛٛ انًغخخذي

اعااط انغاشػت انًحغإ  ػهاٗ  Re=239605))نؼاذد سُٕٚناذحٙ ٔاطٗ انغاشػت شٚشخٍٛ فٙ َفق ْٕا ٙ ححج صٕاخخباس يخؼاببت ان

حاى بٛااط انااا  انكهاٙ  ٔانااا  الاعاخاحٛكٙ نهُقااط انًخخااسِ طاٍٛ سٚشاخٙ اناااة ت  نقاذ . ٔطٕل ٔحاش انشٚشات (را\و24)انقصٕٖ 
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 صااٛشةحى أخخباس انشٚشات ان. أعخاحٙ-ؼذد الاَاطٛب ٔأَبٕ  طٛخٕثطاعخخذاو يإَيٛخشيخ (-01ٔ -8,-3,0,3) ْٙ نخًظ صٔاٚا أَحشاف

 اعااخخذاوانذساعاات انُظشٚاات حخاااًٍ    .طؤعااخخذاو انُفااق انااذخاَٙ نشإٚاات انغااهٕلأ انحقٛقااٙ اَفصااال انضشٚاااٌ( يهااى 00ػااشض اثر)

باذأ ػُاذيا حكإٌ صأٚات طاؤٌ ااَفصاال ٚ ذساعاتأظٓاشث ان. نًحالاث انضشٚااٌ طاٍٛ انشٚشاخٍٛ FLUENT V6.2)) انضاْض بشَايشان

ياٍ "( ياٍ انإحش َظشٚاا%  08ٔ" يٍ انٕحش ػًهٛاا% 05) غ ح انؼهٕ٘ نهشٚشت انغفهٗ ٔطًغافتاندٛذ ٚحذد ػهٗ ( -3)ااَحشاف 

طؤحضاااِ ػقااش  ()stagger angle)ٔطؼااذ رنااد حااضداد يُ قاات ااَفصااال طؤصدٚاااد صأٚاات ااَحااشاف . ‘انااذخٕل انااٗ انخااشٔس نهًخؼابباات

( -01)ياٍ اناذخٕل اناٗ انخاشٔس ػُاذ صأٚات أَحاشاف "( يٍ انإحش َظشٚاا% 52ٔ" يٍ انٕحش ػًهٛا% 50)انٗ  دخٗ حصم( انغاػت

انااا  انغاخاحٛكٙ )دٛذ حقام َغابت انااا   انشٚشخٍٛ انًخؼاببخٍٛااَفصال ػهٗ أداء  ٚئرش   .أخخباس انُفق انذخاَْٙٔزا يا ٕٚضحّ 

اناز٘ ٔصاذ .  ضٔاٚاا ااَحاشافن انشااال  ًاذٖانٔطؼذ رند حى دغا   .الاَفصالقت طؤصدٚاد يُ ( انخاسس انٗ اناا  انغخاحٛكٙ انذاخم

  .يخباػاذ -يخقااس بإ  ؼًالاٌ لحطاؤٌ انشٚشاخٍٛ انًخؼااببخٍٛ  ٚباٍٛعهٕلأ انضشٚاٌ طٍٛ انشٚشاخٍٛ  ٌأ .  (25انٗ  08-يٍ)ضًٍ انًذٖ 

 .نُخا شحقاس  صٛذ طٍٛ حهد ا ٔصذ انؼًهٛت يغ انُخا ش انُظشٚت شحًج يقاسَت انُخا 

 

KEYWORDS: Axial Compressor Cascade, Viscous Flow, Separation, FLUENT, Visualization 

 

INTRODUCTION: 

     The compressor, which is the important part of gas turbine engines, has to be given special 

attention during operation. The main task of the axial-flow compressor is to increase the pressure of 

air by converting air kinetic energy through a series of rotating and stationary blades. One of the 

most important problems that affect performance is the flow separation. Separation starts by 

deviation of fluid particles away from blade surface in the boundary layer. This causes a drop in 

kinetic energy, and cause the flow to re circulate [You D. AND Moin, P., 2006]. After stall region 

the fluid particles velocity reaches to zero in boundary layer near to blade surface and this 

deceleration causes increasing in boundary layer thickness and at a small distance after stall region 

the particles stop and reverse in direction due to positive pressure gradient. The low Reynolds 

number in conjunction with the local adverse pressure gradient makes it susceptible to flow 

separation [Meinhard T. Schobeiri etal, 2003].  This study consists of two major parts: the 

experimental part a cascade tested in an open jet low speed wind tunnel. The total and static 

pressure between two axial compressor blades were measured using a Pitot - static tube and a 

manometer. To visualize the flow a smoke tunnel was used. The stagger angle was taken equals 

(4 0 , 0 0 ,-4 0 ,-8 0 , and-12 0 ). Secondary, in the theoretical part that depends on simulation the flow 

between the two blades by using a software FLUENT. The objectives of this paper are: 

1. Study the effect of viscous flow separation (through the cascade of an axial compressor) on the 

flow variables (velocity, static pressure, total pressure…etc) by utilizing FLUENT (V6.2) software. 

 Investigate the effect of stagger angle on flow separation. 

 Comparison of the experimental results with the theoretical results. 

 

THEORITICAL PART: 

Assumptions: 

     The flow is steady, two-dimensional, incompressible , turbulent, Newtonian, isotropicand 

isothermal. 

 

Governing Equations: 

     The domain for which the model is build is shown in fig.(1) since the flow through a compressor 

is three-dimensional and quite complex, a simplified approach is adopted to analyze the fluid flow 

through cascade passage in two dimensions. Figs.(1) and (2) show the cascade and the physical 

domain. The equations of continuity, momentum and turbulence model are [Hill, P. G., 1965]: 

1- Continuity Equation:  
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    X-Momentum Equation: 

 




















































































x

v

yx

u

xx

p

y

u

yx

u

xy

uv

x

u
eeee 

2

                              (b). 

 

   Y-Momentum Equation: 
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                               (c). 

 

The turbulence kinetic energy – dissipation model at high Reynolds number is used [Moult, A. 

etal,1977]. 

A-Turbulence kinetic energy:   2225.0 wvuK    
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       The quantity kG is the generation term for the kinetic energy of turbulence given by: 
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B-Dissipation:  
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     The K  turbulence model was extended by ref. [Jones, W. P. and Launder, B. E., 1972] to 

low-Reynolds number flow as follows: 
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Fig. (1): Compressor Cascade Geometry.                      Fig.(2): General View of the Cascade. 

 

FLUENT Code: 

   

Analysis Steps: 

     There are two processors used to solve the flow equations: 

A. preprocessor is a program that structure creates the geometry and grid by using GAMBIT as 

follows: 

  Modeling of geometry, fig.(3) and fig.(4). 

  Mesh generation (Discitization), fig.(5). 

  Boundary conditions. There are three type of boundary conditions: 

a. Inlet boundary conditions(velocity and pressure inlet). 

b. Outlet flow boundary conditions. 

c. Solid surface(wall) boundary conditions. 

d. Periodic boundary condition(flow regions before and after two blades). 

B. Postprocessor: is: 

 Solving Navier-Stokes equations (which includes continuity and momentum equations) as wall 

as turbulent flow model by using FLUENT software with (). 

 Plotting the results. 

                      
            Fig.(3):Axial compressor Blade                                Fig.(4):Axial Compressor Blade  

                   by Points and Edges.                                                             as a face. 
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Fig. (5): Grid (Mesh) generation of axial compressor vanes passage for (stagger angle =4

0
,0

0
,-

4
0
,-8

0
 and -12

0
). 

EXPERIMENTAL WORK: 

 

Blade to Blade Configuration:   

     In the present work a cascade consists of two blades, each having a chord of (100mm) but one of 

these blades has a span of (90mm) and the other two blades have a span of (380mm) were made 

from wood fig.(6). The two blades of (380mm in span) are connected by suitable mechanism, as 

shown in fig.(7) in order to be fixed in wind tunnel protractor and achieved on required stagger 

angle. The two blates are fixed by aluminum plates, fig.(7). 

                                          
   Fig.(6): Axial Compressor Blades NACA 65_ (12)10.   Fig.(7): Blade to Blade Configuration. 
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Apparatus:      

 

Subsonic Wind Tunnel: 

     Low- speed subsonic (Mach number=0.117) open type wind tunnel is used in this work of cross 

section of (305mm* 305mm). Wind speed of (35m/s) is achievable allowing experiments on many 

aspects of incompressible air flow and subsonic aerodynamics to be performed at satisfactory 

Reynolds number. Reynolds number is (Re=239605)   based on inlet velocity and blade chord. The 

tunnel has a smooth contraction fitted with the protective screen. The test section is constructed of 

clear Perspex, to see the blade to blade configuration clearly with a square cross section of 

(305mm305mm) and a length of (610mm). The blade to blade configuration was put inside the 

test section parallel to flow direction and connect by protractor to limit stagger angle. The control of 

the stagger angle of the blade to blade configuration was made by a suitable mechanism, fig.(9). 

The upper surface of the test section has a slot used to fix the pitot-static tube to measure the static 

pressure and total pressure. Fig.(8) is a photo of the wind tunnel and the working section. 

Downstream of the test section is a diffuser which leads to an axial flow fan driven by a (5.6kW 

three phase A.C motor). The flow is controlled by a butterfly valve before exhaust to atmosphere 

through exhaust section. The air enters the tunnel through a carefully shaped diffuser. The test 

section gives a full visibility of flow field.  

                                                      
  Fig.(8): Wind Tunnel Device (Open Circuit)                  Fig.(9): Protractor of Subsonic Low   

          and Multi-Tube Manometer.                                               Speed Wind Tunnel.                               

 

Multi Tube Manometer: 

     A water multi tube manometer was used to measure total and static pressure between the two 

axial flow compressor blades, fig.(10). The manometer holes are connected to the  Pitot - static tube 

by suitable connection pipes.  

 

Pitot – Static Tube: 

     The purpose of using pitot – static tube is to measure air static pressure, total pressure and then 

velocity inside test section. The external dimensions are (5mm) diameter, (200mm) arm length. 

Tube reading were corrected according to reference [Omran, K. J.,2003] as following:  

waterwaterstd Hgpppp                                                                                             (i).  

 

 2

2

1
UEp aird                                                                                                                       (j). 

 

2

2

1
UEHgp airwaterwater                                                                                     (k). 

 

 0EE                                                                                                                                 (l). 
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Where: E=Correction coefficient, =Viscosity coefficients, its value(0), =Effect of distance from 

tube to wall which is found from fig.(11), 0E =Effect of static pressure holes distance of (0.9976) 

value. 

                                                                        
Fig.(10): Multi Tube Manometer.                            Fig.(11): Correction of Pitot - static                

                                                                                     tube Distance. [Omran, K. J., 2003].            

Smoke Tunnel:    
     To illustrate a real view of flow development and separation, a smoke tunnel was used as shown 

in fig.(12). The air is drawn by a fan which is rotated by an electrical motor of variable velocity at 

the top of the tunnel. The air enters to the tunnel at the base. The test section has dimensions of 

(180mm) width, (240mm) height and (100mm) deep. The models installed in the back wall of the 

test section, the front wall of the test section are easy to remove. It is made of clear Perspex. Smoke 

generation is controlled at the bottom of the tunnel. The section has (23) holes from it smoke enter. 

The space between any two adjacent holes is (7mm). A high light source is put in the sides of the 

test section to see smoke clearly. The smoke generated by a smoke generator which evaporates 

kerosene in class evaporator carried on the front wall of the smoke generator. The smoke generated 

is dragged by the fan at the top of the tunnel through the test section. Flow Photo is taken using a 

digital Camera. 

 
Fig.(12): Smoke Tunnel.                         

 

Procedure of Experiments: 

     The flow between two axial flow compressor blades was tested by wind tunnel as described in 

the following steps: 

 Measure the atmospheric pressure and temperature before carrying out the experiments to 

calculate the air density accurately. 

 Fix the blade to blade configuration in the test section with the required stagger angle.  
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 Prepare the multi tube manometer, controlling speed valve, and pitot static tube. 

 Operating the wind tunnel for (15min) to reach steady state conditions.  

 Reading the dynamic head by using pitot static-tube which is connected to multi tube 

manometer by suitable connection tubes. 

 Repeating the previous procedure for other stagger angles ranges from( 04 to - 012 ). 

 The experiments carried out in smoke tunnel were as following: 

-  Fill the bottle with Kerosene to the required limit. 

- Put the model inside smoke tunnel test section and fixed at a certain angle indicated by 

protractor. 

- Turn on the smoke generator. 

- After about (3minutes) the smoke begins to formulate. 

- After smoke formulation the fan is turned on and controlled by the speed controller. 

- A high resolution digital camera was then used to photograph the models and flow. 

 

RESULTS AND DISCUSION: 

 

Experimental Results: 

     The experimental results are presented for three different curve lines located at (0.125,0.5 and 

0.875) of (S) as shown in fig.(13). The operating and boundary conditions of the blades and flow 

passage are listed in table(1). 

Table (1): Operating and Boundary Conditions. 

 

Case Stagger Angle 

   in (degree) 

Inlet Velocity (m/s) Number of grid 

points 

Static Pressure Ratio 

1 4 35 63 1.08 

2 0 35 63 1.12 

3 -4 35 63 1.1 

4 -8 35 63 1.07 

5 -12 35 63 1.04 

      

     The velocity and static pressure distribution (for the three sections) of flow between the two 

blades for stagger angle (4
0
, 0

0
,-4

0
, - 8

0
and -12

0
) are presented in fig.(14)and(15). These figures 

show that the flow is accelerated along section 1 (0.125S) up to a certain position,( refer to third 

column of table(2). Then the flow decelerates to the exit for stagger angles (4
0 

and 0
0
) up to a 

certain position, see the fourth column of table (2) for stagger angles (-4
0
, -8

0
 and-12

0
) where the 

flow is separated. The flow decelerates along section 3 (0.875S) from the inlet to the exit for all 

taken stagger angles. The velocity and static pressure remains constant along the section 2(0.5S) 

from the inlet to the exit for stagger angles (-8
0
 and -12

0
) and to a certain position for stagger angles 

(4
0
, 0

0
 and -4

0
), the fifth column of table (2). Then the flow decelerates to the exit. The pressure 

ratio is the exit static pressure from blade to blade passage divided by inlet static pressure. The 

pressure ratio for all cases is shown in table (2).   

     The reason behind such behavior is the effect of stagger angle. Within a certain range of stagger 

angles (from 4
0
to -4

0
) the flow remains in contact with the blade surface. As the stagger angle is 

increased, the blade profile forces the flow a way from its surface, hence, the flow starts to separate. 

Separation starts close to the trailing edge and progresses upwards as the stagger angle is changed 

(from -4
0
to -12

0
). This effect is not clear in the middle section of the passage as the profile effects 

on flow behavior diminishes. The behavior of static pressure distribution is complimentary to the 

behavior of velocity. The flow separate from the suction side of the lower blade of cascade for 

stagger angle (from -4
0
 to -12

0
) because of adverse pressure gradient. 
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Table (2): Experimental properties and behavior of flow between two blades in wind tunnel. 

 

Case Stagger 

angles 

in 

(degrees) 

Location of 

maximum velocity 

and minimum 

static pressure 

along section 1 

(%chord) 

Location of 

separation 

point along 

section 1 

(%chord) 

Location of 

flow 

deceleration 

along section 

2 (%chord) 

Pressure 

ratio 

1 4 43 - 87.3 1.08 

2 0 37.5 - 75 1.12 

3 -4 36 96 73 1.1 

4 -8 25 64 - 1.07 

5 -12 12 61 - 1.04 

 

     The total pressure distribution of flow between two axial compressor blades for different stagger 

angle is presented in figure (16) .This figure show that the fluid total pressure decreases as it 

passage from the inlet to the exit due to  friction losses. The total pressure losses increases when the 

stagger angle increases (in clockwise direction) and the maximum total pressure losses occurs for 

stagger angle (-12
0
) in separation region.  

       Figure (17) presents the pressure ratio distribution for stagger angles (4
0
, 0

0
,-4

0
, - 8

0
and -

12
0
). The pressure ratio decreases when the stagger angle increases and separation zone increases, 

see table (2). By using curve fitting method for this polynomial distribution, the concluded 

mathematical relationship between this pressure ratio and stagger angle for NACA 65_(12)10 axial 

compressor cascade is:                                                                            

 

iS

eS

p

p
=1.1057-0.0021θ-0.0007θ 2                                                                                                     (m). 

Where: θ: Stagger angle in (degrees).

iS

eS

p

p
: Pressure ratio.         

        By equating equation (m) to one, the range of stagger angle for NACA 65_(12) 10 axial 

compressor blade aerofoil is (from -18
0
 to 36

0
).  
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Fig.(13): Blade to blade configuration with taken three sections in flow passage. 
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                                Fig.(14): Velocity distribution for (0.125S, 0.5S and 0.875S). 
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                      (d) For stagger angle=-8.                                    (e) For stagger angle=-12.                    

                          Fig.(15): Static pressure distribution for (0.125S, 0.5S and 0.875S). 
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         (a) For stagger angle=4.                (b) For stagger angle=0.              (c) For stagger angle=-4. 
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(d) For stagger angle=-8.                                            (e) For stagger angle=-12. 

Fig.(16): Total pressure distribution for (0.125S, 0.5S and 0.875S). 
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Fig.(17): Correlation of pressure ratio with stagger angles. 

Smoke Tunnel Results: 

     To see the real view and stream lines of flow separation on blade surface, the blade tests in 

smoke tunnel for stagger angle (4 0 ,0 0 ,-4 0 ,- 8 0 and -12 0 ) are shown in fig.(18). The flow separation 

begins from the upper surface in stagger angle (-4 0 ).As the stagger angle increases, separation 

propagates towards the leading edge. 

                                                        Separation zone           Separation zone       Separation zone 

                            

           
     (A)                            (B)                               (C)                              (D)                              (E) 

Fig.(18): Stream line distribution on surface of axial compressor blade section NACA 65_ 

(12)10: (A) Stagger angle =4. (B) Stagger angle =0. (C) Stagger angle =-4. (D) Stagger angle =-

8. (E) Stagger angle =-12. 

 

COMPUTATIONAL RESULTS: 

     The operating and boundary conditions for the flow passage between two axial compressor 

blades are listed in Table (3). 

Table (3): Operating and Boundary Conditions. 

 

Case Stagger 

Angle 

in (degree) 

Inlet Velocity 

(m/s) 

Number 

of grid 

points 

Number of 

iterations to 

convergence 

CPU time 

in (min). 

 

1 4 35 5473 8398 73 

2 0 35 5573 7492 62 

3 -4 35 5528 8403 74 

4 -8 35 5440 8881 86 

5 -12 35 4888 1019 93 

    

     The velocity and static pressure contours of flow between two axial compressor blades for 

stagger angles (4
0
, 0

0
,-4

0
, - 8

0
and -12

0
) are presented in fig.(19) and (20). These figures show 

that the fluid flow being accelerated near and along suction side (upper surface of lower blade) up 

to a certain position, see the third column of tables (4). Then the flow decelerates to the exit for 

stagger angles (4
0
 and 0

0
) and to a certain position for stagger angles (-4

0
, -8

0
 and -12

0
), see the 
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fourth column of table (4), where the flow separates from the blade surface. The flow decelerates 

near and along the pressure side (lower surface of upper blade) from the leading edge to the tailing 

edge along the chord line for all cases. The velocity and static pressure remains constant in the mid-

space between the two blades from the inlet to the exit for stagger angles (-8
0
 and -12

0
) and to the 

certain position for stagger angles (4
0
, 0

0
 and -4

0
), see the fifth column of tables (4). Then the flow 

decelerates to the exit. The fluid flow being accelerated as it passes through the contracting flow 

area after that the flow being decelerated to the trailing edge. These phenomena prove that the 

suction side works as a nozzle-diffuser, the pressure side works as a diffuser and the blade to blade 

configuration works as a nozzle-diffuser. 

 

Table (4): Theoretical properties and behavior of flow between two blades in FLUENT. 

 

No. Stagger angles 

in (degrees) 

Location of maximum 

velocity and minimum 

static pressure near and 

along the suction side 

(%chord) 

Location of 

separation 

point near and 

along suction 

side (%chord) 

Location of flow 

deceleration 

along mid-space 

between blades 

(0.5S)(%chord) 

1 4 45 - 84 

2 0 36 - 81 

3 -4 35 98 74 

4 -8 22 65 - 

5 -12 12 63 - 

      

    The total pressure contours of flow between the two blades for stagger angle (4
0
, 0

0
,-4

0
, - 8

0
and 

-12
0
) are presented in fig.(21) .This figure shows that the total pressure decreases as it passes from 

the inlet to the exit due to  friction losses. The total pressure losses increases when the stagger angle 

increases (in clockwise direction) and the maximum total pressure losses occurs when stagger angle 

(-12
0
) in separation region due to increased friction losses and adverse pressure gradient.  

       The flow separation affects the performance of a cascade and hence, affects the compressor 

performance where the pressure ratio decreases when the separation zone increases. 

   

                                 (a)                                                                            (b)                                     
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                                     (c)                                                                        

 
                                                                           (e)                                                                                    

Fig.(19):Contours of velocity:(a) Stagger angle=4 0 . (b) Stagger angle=0 0 . (c) Stagger angle=-

4 0 . (d) Stagger angle=-8 0 .  (e) Stagger angle=-12 0 . 

     
                                     (a)                                                                            (b)                                                         
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                  (c)    (d) 

                                  
                                                                         (e) 

Fig.(20): Contours of static pressure: (a) Stagger angle=4 0 . (b) Stagger angle=0 0 . (c) Stagger 

angle=-4 0 . (d) Stagger angle=-8 0 . (e) Stagger angle=-12 0 . 
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               (a)                                                                           (b)                                                      

   
            (c) (d) 

                                              
                                                                                    (e)                                            

Fig.(21): Contours of total pressure: (a) For stagger angle=4
0
. (b) For stagger angle=0

0
.  

(c) For stagger angle=-4
0
. (d) For stagger angle=-8

0
. (e) For stagger angle=-12

0
. 
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ACCURACY OF SOLUTION: 
       The FLUENT (V6.2) code is considered as a high accuracy computational fluid dynamics 

software package. Fig.(22) presents the distribution of residual and number of iterations for 

continuity, momentum and k-ε model equations and for stagger angle (0
0
and -8

0
). As the stagger 

angle increases, the number of iterations to convergence increases because the problem gets 

complicated when the flow separation occurs, see table (3). 

THE COMPARISON BETWEEN THE EXPERIMENTAL AND THEORICAL RESULTS: 

       The theoretical results obtained in this study by using FLUENT (V6.2) were compared with 

those obtained experimentally using the wind tunnel. Fig.(23) shows this comparison for the 

velocity in the three locations of interest for stagger angle (0 0 ).This figure shows good agreement 

between the theoretical and experimental results, where the flow behavior similar between these 

results and the range of different velocity between these results is(1-3)m/s.    

  

      
                (a) For stagger angle=0.                                               (D) For stagger angle=-8.           

Fig.(22): Distribution of number of Iterations to convergence and Residuals for stagger angle 

(4 0  and -8 0 ) 
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Fig.(23): The comparison of velocity distribution between the experimental results and the 

theoretical results.                                                                                                          
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CONCLUSIONS: 

 The area between two axial compressor blades for NACA 65_ (12)10 works as a nozzle-

diffuser. 

 Smoke tunnel was successfully used to show separation of  flow from upper blade surface. 

 The flow separation was seen to start at a stagger angle of (-4 0 ) experimentally and 

theoretically. 

 The mathematical relationship between the static pressure ratio and stagger angle for NACA 

65_ (12)10 axial compressor cascade is concluded by using curve fitting method for 

polynomial distribution.  

iS

eS

p

p
=1.1057-0.0021 -0.0007 2                                                                                                      (n). 

       The range of stagger angle for NACA 65_ (12) 10 axial compressor blade aerofoil is calculated 

from this relationship. It was found in the range (-18 0  to 36 0 ). 

Total pressure was seen to reduce through the blade passage. It drops sharply for the separation 

zone. 

FLUENT (V6.2) was used successfully to predict separation as compared to the experimental 

measurements in the wind tunnel and as compared with other works. 

NOMENCLATURE 

 

English Symbols 

 

Symbol Description Units 

C Blade chord line. m 

21,CC  Constants in turbulence model. m 

d, nd, zd Dimension of pitot static tube. m 

E Correction coefficient.  

E 0  Effect of static pressure holes distance. - 

Gk Production term of kinetic energy. kJ 

g Acceleration of gravity. m/s 2  

K Kinetic energy of turbulence. m 2 /s 2  

P Pressure. Pascal 

n Local coordinate normal to the wall. m 

Re Reynolds number. - 

S Space between two blades. mm 

x, y Coordinates in X and Y- directions. m 

U Velocity of air. m/s 

u, v, w Velocity components in x, y and z directions m/s 

 

Greek Symbol 

Symbol Description Units 

  Flow angle. degree 

  Blade angle. degree 

 Dissipation rate of turbulent kinetic energy. m 2 /s 2  

 Laminar viscosity. kg/m.s 

e Effective viscosity. kg/m.s 

t Turbulence viscosity. kg/m.s 
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 Kinematic viscosity. m 2 /s 

 Viscosity coefficients value. - 

 Stagger angle. degree 
 Density. kg/m 3  

k,  Effective prandtl numbers. - 

 Distance action from tube to wall. - 

H Tube head in manometer. o 
2
 cmH 

P Change in pressure. Pascal 

 

Superscripts 

 

Symbol Description 

' Fluctuating quantity. 

 

Subscripts 
 

Description Symbol 

Air. air 

Dynamic. d 

Static. s 

Static exit. se 

Static inlet. si 

Total. t 

Water. water 

Inlet conditions. 1 

Outlet conditions. 2 

 

Abbreviations 

 

 

 

 

 

 

 

 

 

 

 

Description Symbol 
Alternating Current Motor. A.C motor 
Computational Fluid Dynamics. CFD 

Figure. Fig. 

National Advisory Committee for Aeronautics. NACA 

National Aeronautics and Space Administration. NASA 

Simi – implicit method for pressure linked equations. SIMPLE 
SIMPLE – Specially Treated (Newly developed). SIMPLEST 
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MATHEMATICAL MODEL TO INVESTIGATE THE 

TEMPERATURE AND HARDNESS DISTRIBUTIONS DURING 

THE ANNEALING AND NORMALIZING TREATMENT 
 

B. Shaheen. Bachy 

Mechanical Department, College Of Engineering, Baghdad University  
 

ABSTRACT  

Annealing and normalizing treatment are one of the most important heat treatment for 

the steel and its alloys. In the present work a mathematical model has been used to simulate 

this process, this model taken in account the variation in the physical material properties and 

heat transfer coefficient for the surface of metal. A numerical scheme based on control finite 

volume method has been used. A computer program with C++ language was constricted to 

found the final solution of the numerical equations. 

The model was used to estimate the temperatures distribution and the hardness value at 

each point of the workpiece. Good agreement has been obtained when compared the result of 

the present model with other experimental published data. 

 

KEYWORD: annealing and normalizing heat treatment, mathematical model, hardness 

predications  
 

 :الخلاصة
من الدعاملات الحرارية الدهمة للفولاذ وسبائكو، في ىذا البحث تم اقتراح انموذج رياضي لوصف  االتخمير والتطبيع يعد

ير في الخواص الفيزيائية عملية الانتقال الحراري الذي يحدث خلال ىذه الدعاملات، ىذا الانموذج الدقترح ياخذ بنظر الاعتبار التغ
تم استخدام . للمعدن مع تغير درجات الحرارة خلال الدعاملات الحرارية وكذلك التغير في معامل الانتقال الحراري لسطح الدعدن

ئية لايجاد الحلول النها++ طريقة عددية لايجاد الحلول لذذا الانموذج وكذلك تم بناء برنامج حاسوب بالاستعانة بلغة البرلرة سي 
 . للمعادلات الخاصة بالانموذج

استخدم ىذا الانموذج لدعرفة توزيع درجات الحرارة على طول مساحة مقطع القطع الدعاملة حرارية وكذلك حساب مقدار 
تم . الصلادة في كل نقطة من الدعدن للقطعة ، ايضا استخدم الانموذج لدراسة تاثير مساحة الدقطع في ىذه الدعاملات الحرارية

 .صول على تطابق جيد عند الدقارنة بين نتائج الانموذج مع نتائج عملية  سابقة منشورةالح
 

INTRODUCTION 
 

It is well known that the heat treatment process of the steel is very old process 

technology of materials. In this process we can improve the mechanical properties of the steel. 

It’s involved a cycle of heating and cooling process in all heat treatment types. The mean 
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difference between the types of this process is the cooling rate, for example high cooling rate 

used in quenching treatment while very slow in annealing treatment. During the heat treatment 

process there are coupled phenomena, such as thermal-mechanical coupled effect, temperature-

microstructure coupled effect. So that it’s very important to study the temperature distributions 

in this process from this distribution we can expect the phase transformation and the 

microstructure as well as the thermal stress which is may occur in the workpiece during the 

heat treatment process. 

In the recent years, the mathematical modeling of heat treatment process has been used 

in the world to reduce the offers in this process and to make the effective parameters for this 

process under the control. 

[B.Shaheen.B.2010] developed a mathematical model to simulate the quenching 

treatment of viruses steel types. In this work a computer program was constricted to evaluate 

the temperatures distribution and to study the important parameters in the quenching treatment 

of steel with different quenching media and workpiece dimension.  

[B.Smoljam etal 2006] a numerical simulation the quenching process have been carried 

out in this work, the relationship between the time from 800 
o
C to 500 

o
C and the distance from 

quenching end of Jumine- specimant have been studies to estimate the hardness distribution 

depending on the cooling rate or cooling curve for the workpiece. 

[B.Smoljam etal 2009] a heat transfer model was used in this work to simulate the 

quenching treatment. The hardness distribution have been estimated based on the relationship 

between the cooling time from 800 to 500 and the Jumine- specimant. 

[Haji Badrul etal 2009] in this work a heat transfer simulation to the quenching 

treatment using finite element software ANSYS workbench have been carried out to 

investigate the temperatures distribution. The hardness distribution have been predicated by 

using method based on the relationship between the Juminy distance versus cooling time to 500 
o
C and hardness versus Jominy distance. 

A further work was carried out by [B. Liscic etal ] to simulate the heat treatment 

process (quenching treatment). The temperatures distribution have been investigated, the 

hardness distribution also investigated by method based on the relationship Continuous-

Cooling-Transformation (CCT) diagram of steel and the phase structure versus hardness 

diagram depending on the time to 500 
o
C . 

In the present work a mathematical heat transfer model based on a computer program 

with C++ language have been carried out to simulate two kinds of the most important heat 

treatment process which is annealing and normalizing treatments. This work taken in account 

the variations in the physical properties for the workpiece metal which is occur during the 

treatment (increasing in the temperature of the workpiece) as well as the relationship between 

surface temperature and the heat transfer coefficient of the workpiece during the treatment.  

 

MATHEMATICAL MODEL  

The heat conduction equation in the middle of workpiece taken as in equation (1)  

 

t

T
C)

y

T
K(

y
)

x

T
K(

x
p



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






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






     (1) 

 

Where k is the thermal conductivity and Cp the specific heat and ρ the density of the metal 

workpiece. From above model we can see that the temperature variation is with time and the 

coordinate x and y, also we assume that the maximum variation in workpiece temperature is 

taking place across the cross sectional area (X-Y) plane [B.Shaheen.B.2010] . The all thermal 
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material properties i.e. thermal conductivity, specific heat, density are temperature dependent 

[ASM Handbook, Volume 1, 2005]  

By using numerical scheme based on control volume method the nonlinear heat conduction 

equation eq. (1) will be discreted and we will obtain  

 

ap Tp = aETE+aWTW+aNTN+aSTS+aP
o 
TP

o
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Boundary Conditions  

 We can describe the boundary conditions in the present work a follows (see figure 1)  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure (1). Geometry and the boundary conditions. 

 

Where hc  The value of heat transfer coefficient and T is the surface temperature of the 

workpiece and T∞ is the cooling media temperature where this value in case of annealing 

treatment equal to the temperature of furnace and in case of normalizing treatment equal to air 

temperature.  

The value of heat transfer coefficient (hc) is taken as temperatures dependent. Table (1) 

shows these values for the two cases annealing and normalizing treatment [Brandon Elliott B. 

and Christoph Beckerman 2007]. 
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Table (1) The heat transfer coefficient for the annealing and normalizing treatment  

 

T 
o
C 30 100 200 300 400 500 600 700 800 900 1000 

hc (w/m
2
.C) 

Annealing 
500 550 850 900 1054 1210 1300 1540 1650 1800 2000 

hc (w/m
2
.C) 

Normalizing 
500 500 600 650 700 725 800 850 950 980 1000 

In the previous section we described the mathematical model and the numerical data 

needed, after this step we will used numerical scheme based on control volume method and 

iterative method known as (TDMA) also used to solve the system of equations which is consist 

of the boundaries equations and the medal equation finally computer program was constructed 

in this work based on C++ language to found the final solution for the proposed model and the 

out put of this program used in others computers program to show the results of the program. 

 

HARDNESS VERIFICATION  

 It’s very important to verify the result of the present model, so that a 

comparison between the values of hardness calculated in the present work and experimental 

published data [B.Smoljam etal 2006] [B.Smoljam etal 2009] as show in table (2) below: 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure (2) the nod points as described in the table (2). 
 

Table (2) a comparison between the hardness calculated in the present work and 

[B.Smoljam etal 2006] [B.Smoljam etal 2009] 
 

Point Node No Point 

1 

Point 

2 

Point 

3 

Point 

4 

Point 

5 

Point 

6 

Point 

7 

Present work 290 330 324 330 350 310 340 

[B.Smoljam etal 2006] 

[B.Smoljam etal 2009] 
311 349 340 349 368 324 379 

 

A further comparison has been made with [B.Smoljam etal 2009] to the point node no 2 which 

is equal to point 4 as show in table (3) below: 

Point 1 Point 2

Point 3

Point 4

Point 5

Point 6

Point 6

Point 5

Point 7

Point 7

Cent of the 

workpiece 
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Table (3) a comparison between the hardness calculated in the present work and  

[B.Smoljam etal 2009] 
  

 % F % P % B % M H. No 

Present work 5.2 8.5 73.8 12.5 330 

[B.Smoljam etal 2009] 
% F+ P 

42-74 5-36 290-349 
0-12 

 

RESULTS AND DISCUSSIONS  

 Different cases have been study in this work by the proposed model, figure (3) below 

shows a flow chart for these cases. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure(3). Case study by the proposed model in the present work for the steel type DIN 

41Cr4. 

 

The above cases were study to the steel DIN 41Cr4 which have the chemical 

composition shown in table (4) [ASM Handbook, Volume 1, 2005] 

 

Table (4) Chemical Composition to the Steel DIN 41Cr4 

 

Chemical 

Composition 

C Si Mn P S Cr Cu Mo Ni V 

0.44 0.22 0.80 0.030 0.023 1.04 0.17 0.04 0.26 <0.01 

 

Figure (4) A, B shows the temperatures variation with time for the three points (points 

nod 1, points nod 2 and points nod3 see figure (1)) for the two cases which is annealing and 

normalizing treatment and when the cross sectional area is (30 * 30) cm
2 

, (10 * 10) cm
2 
. 

In case of the annealing treatment fig (4)-A, we can see that the difference in 

temperatures between the described points is not high especially when the cross sectional area 

is (10 * 10) cm
2. The difference will increase with cross sectional area increasing. In general 

0.1 * 0.1 cm
2 

 

Model 

Annealing Treat. Normalizing Treat. 

 

0.3 * 0.3 cm
2 

Cross sectional area Cross sectional area 

0.3 * 0.3 cm
2 

 
0.1 * 0.1 cm

2 
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there is no high temperatures difference between the two cases of cross sectional area in the 

annealing treatment.  

But these behavior is different in the normalizing treatment see figure(4)-B, where this 

figure shows that the temperatures difference between these points is increasing especially in 

case of (30 * 30) cm
2 

cross sectional area 
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A-Annealing Treatment 
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T
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Point 3 
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A- Normalizing treatment   
 

Figure (4) Temperatures variations vs. time for at two cross sectional area with two cases, 

A-Annealing treatment and B- Normalizing treatment. 

 

Figure (5) A, B shows a comparison between the annealing and normalizing treatment 

for three points in the workpiece and when the cross sectional area are (10*10) cm
2 and (30*30) 

cm
2. It’s very important to note that the thermal gradient in the normalizing treatment is more 

than in the annealing treatment, actually its come from the value of heat transfer coefficient and 

(30*30) m2 

(10*10) cm2 
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the environment temperature or the cooling media temperature which is different in the two 

treatment process (annealing and normalizing) as we described before.  
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A-Cross sectional area (10*10) cm

2. 
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B- Cross sectional area (30*30) cm

2 

Figure (5) Temperatures vs. time in a comparison between annealing and normalizing 

treatment for three points at two cases 

 A-Cross sectional area (10 * 10) cm
2, B- Cross sectional area (30*30) cm

2 

 

Figure (6)-A,B,C show the temperature distribution for the annealing (0.3*0.3 m
2
) at 

different time 30, 1832,7032 and 1000 sec, from this figure we can se that the thermal gradient 

throe the cross sectional area is changing with time, in the first time step the thermal gradient 

not high but with increasing time this gradient increase until reach same point (specific time) 
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then this gradient will decreasing with  time increase this mean there is a specific critical time 

point before which the gradient increase with time and after which the gradient decreasing with 

time increase.  

 
A- After 30 sec 

 
B- After 1832 and 3032 sec 

 
C- After 7032 and 10000 sec 

 

Figure (6)-A,B,C The temperature distribution for the annealing for (0.3*0.3 m
2
) 
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Another case shows in figure (7), which described a comparison between temperatures 

distribution for the normalizing treatment when the cross sectional area is (0.3*0.3 m
2
) at 

different time (30, 330, 1832 and 3032) sec. From this figure we can see that the thermal 

gradient increase with time increase from 30 to 330 sec after this time the thermal gradient will 

be decrease with time increase. 

 

 

 
Figure (7) - The temperature distribution for the normalizing treatment for (0.3*0.3 m

2
) 

Actually there is a specific time point at which the thermal gradient is maximum, before 

this point (this time) the thermal gradient is increase with time increase and after this point the 

gradient is decrease with time increasing as we mention that before. 

We can described this point as (Time of Maximum Thermal Gradient) (TM.T.G ). 

Value of TM.T.G is effected by many parameters such as the cross sectional area, temperature of 

heat treatment and heat treatment type. Thermal stress or crack may be occurring due to high 

thermal gradient so that it’s very important to specify this point in the heat treatment process to 

avoid these defects. A special cooling process can be used to eliminate the effect of this 

phenomenon. 

Another comparison shows in figure (8)-A, B, where figure (8)-A shows a comparison 

between the temperatures distribution for the annealing and normalizing treatment process at 

different time (30, 1832, 3032 ) sec, when the cross sectional area (0.1*0.1 m
2
) while figure 

(8)-B shows the same case but for the cross sectional area (0.3*0.3 m
2
). It’s very important to 

noted that there is many differences between the temperatures distribution for the annealing 

and normalizing we can see that from the contours line of temperatures distribution and the 

temperature bar, this difference is increasing with time increase and with cross sectional area 

decrease. This is due to the value of heat transfer coefficient and the cooling process in the heat 

treatment process type.  
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B-(30*30) cm

2
 Cross Sectional Area  

 

Figure (8)-A, B, comparison between the temperatures distribution for the annealing and 

normalizing treatment 
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THE HARDNESS PREDICATION  
 

 After we calculate the temperature distribution in the previous section we will used this 

data to investigate the phase transformation and the value of the hardness in each point in the 

workpiece by using a method consist of the below steps. 

By using the continuous-cooling-transformation (CCT) diagram we can determined 

time required to reach the temperature 500 
o
C (by intersection with the isothermal line 500 

o
C), 

this step will be use to examination each point in the workpiece and determined the required 

time to reach the temperature 500 
o
C for each point. 

For example figure (9) A, B shows the cooling curve for the three point (point nod 1, 

point nod2 and point node 3 see figure 1) for the normalizing and annealing treatment 

respectively and when the cross sectional area is (30*30) cm
2 

, from figure (9)-A we can see 

the time required to reach the isothermal line 500 
o
C (to the three points) this time can be noted 

as 1, 2 and 3, from these value we can see that the time required to each point is different from 

point to other this lead to different phase structure and mechanical properties. Figure (9)-B 

shows the same case but for the annealing treatment. It’s very important to noted that the 

different between time required to reach the isothermal line 500 
o
C for the three point (point 

nod 1, point nod2 and point node 3) in the annealing case are less than that for the normalizing 

treatment, this case lead to uniform phase structure in the annealing treatment more that that for 

the normalizing treatment. 
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B-Annealing Treatment  
 

Figure (9) Continuous-Cooling-Transformation (CCT) Diagram and steps to determined the 

required time to reach the isothermal line 500 
o
C for the two cases  

A-Normalizing, B-Annealing 

 

After we determined the time for each point in the workpiece we will use this value to 

determine the phase structure and the hardness at each point by using figure (10), which shows 

the relationship between the time and the phase structure and the hardness value in HRC.  
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Figure (10) The relationship between the time and phase fraction and hardness in HRC [ 5 ]. 

 

 

Table (5) shows the phase structure and the hardness no in HRC for same point for the 

annealing and normalizing treatment and with two cross sectional area which are (10*10) cm
2
 

and (30*30) cm
2 

. 
 

Table (5) The phase structure and the hardness no in HRC 
 

Treatment Type Nod Point %F %P %B %M HRC 

Annealing Treatment 

(10*10) cm
2
 

Nod 1 38 62   19 

Nod 2 37.2 62.8   19.5 

Nod 3 37 63   19.7 

Annealing Treatment 

(30*30) cm
2
 

Nod 1 39 61   18 

Nod 2 37 63   19.7 

Nod 3 36.6 63.4   19.8 

Normalizing Treatment 

(10*10) cm
2
 

Nod 1 25 75   24.1 

Nod 2 12 78.5 9.5  33 

Nod 3 5.2 8.5 73.8 12.5 31.9 

Normalizing Treatment 

(30*30) cm
2
 

Nod 1 36.6 63.4   19.8 

Nod 2 31 69   20 

Nod 3 6 9.5 72.5 12 32.5 

 

After we used the above methods to determined or predicate the hardness distribution 

for the workpiece for the two cases of heat treatment process these hardness value show in 

figure (11)-A,B,C and D, where this figure show the hardness distribution in HRC for the 

annealing and normalizing treatment process with (10*10 cm
2
) and (30*30 cm

2
), from this 

figure we can see there is a hardness difference between each point in workpiece, in fact this is 

duo to differences in the microstructure or phase structure which is depending on the cooling 

rate of each points from the workpiece, from figure(11)-A, we can see that the difference is not 

high between the inner and the boundary of the workpiece, these difference is increase with 

cross sectional area increasing see figure (11)-B, figure (11)-C shows the hardness value and 

distribution which is more that that for annealing treatment , and the hardness increment when 

the cross sectional area increase is more than that in the annealing treatment see figure (1). 

 



Journal of Engineering Volume   16   September   2010 Number 3 
 

 

 

 5697 

 
A- B   

 
 

 
          C       D   

 

Figure (11) the hardness distribution for the workpiece  
 

 

CONCLUSIONS   

1-During the cooling process in the heat treatment there is a specific time at which the thermal 

gradient through the cross sectional area is maximum we can note it as (TM.T.G ) (Time of 

Maximum Thermal Gradient), before this time (TM.T.G ) the thermal gradient is increase 

with time increase and after this time the gradient is decrease with time increasing. Thermal 

stress or crack may be occurring duo to high thermal gradient (which is occurs at this point) 

so that it’s very important to specify this point in the heat treatment process. 

2-The possibility of thermal stress and crack during the normalizing treatment is more than that 

in the annealing treatment also the high cross sectional area tend to this defect more than the 

small cross sectional area. 
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3-Generally the hardness is a function for (phase type and phase percent), and this hardness 

value decrease when the cooling time increase, but this behavior is change between the times 

from (120 to 200) sec where the hardness value at this cooling time range will increase with 

time increasing, even with phase portion change so that the hardness of point nod 3 (P3) is 

less than the hardness of point 5, point 4, and point 7. Also in the cooling time range (440 to 

3100) sec there is no effect to the cooling time on the hardness even with increasing the %F 

phase and decreasing the %P phase. 
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ABSTRACT 

A three-dimensional coupled finite element analysis algorithm is developed to predict the 

behaviour of single piles in clay. Three dimensional 20-noded brick elements are used in 

the analyses carried out on three documented field studies. Each node carries four degrees 

of freedom, three being for displacements in the three perpendicular space dimensions 

while the fourth is allocated for pore water pressure. The behaviour of the material of the 

pile is idealized through a linear elastic constitutive relationship while that for the soil by 

the Modified Cam-Clay model both extended to cover three-dimensional characteristics. 

The load-displacement results from the developed algorithm on the three selected problems 

from literature show a very good agreement with the observations. Moreover, the build-up 

of pore fluid pressures and their dissipations were found to be consistent with field 

measurements also.    

 الخلاصة

تن تطىير حسابات تحليل باستخذام طريقة العٌاصر الوحذدة الوسدوجة بالاتجاهات الثلاثة لتىقع تصرف الركائس  لقذ

عقذة بالابعاد الثلاثة لتحليل ثلاثة دراسات حقلية  02 اتراصر طابىقية ٌلقذ تن استخذام ع. الوٌفردة في الترب الطيٌية

ثلاثة هٌها للازاحات بالابعاد الثلاثة الوتعاهذة و , ة درجات للحريةعذد اربحتحول كل عقذة في العٌصر الو. هىثقة

يتن توثيل التصرف التكىيٌي لوادة الركيسة باستخذام العلاقة الخطية في حيي للتربة الطيٌية . الرابعة لضغظ هاء الوسام

الازاحة هي -تظهر ًتائج الثقل. ثةبٌظرية طيي كام الوعذلة بعذها تن تىسيعها لتشتول على التصرف بالابعاد الثلا

كوا تن التىصل على اى الٌتائج الوستحصلة هي التحليل لضغظ . الحسابات الوطىرة تىافقاً جيذاً هع الوشاهذات الحقلية

   .    ايضاً  هاء الوسام هتىافقة هع القياسات الحقلية

KEYWORDS: coupled analysis, finite element, Cam-clay, three dimensional brick 

elements, load-settlement, pore-water pressure 
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- PREVIOUS WORKS 

As an introduction, a review of literature is made for the behaviour of a single pile in 

clayey soils and under static loading.  

- Analysis of Piles by the Finite Element Method:- Randolph and Wroth (1978) used 

the finite element method to model the manner in which a pile transfers load to the soil for 

analysis of deformation of vertically loaded piles. Good agreement was obtained between 

the results of the analysis and solutions obtained from available numerical methods and 

noticed that the shear stress around the pile decreases in an inverse proportion to the radius. 

Desai (1978) studied the effects and simulation of driving of piles into saturated soil media. 

A procedure for numerical simulation of driving is proposed. Consolidation caused by 

changes in stress and in pore water pressures, which are obtained on the basis of the cavity 

expansion approach, in the soil mass due to driving was solved using a finite element 

procedure. Kuhlemeyer (1979) presented a formulation for an approximation to bending 

of beams of circular cross sections by the use of the finite element method. The three-

degree of freedom characteristic of the element permits an efficient solution to the three 

dimensional problem of lateral displacement and rotation of transversely loaded circular 

beams. The high accuracy of the element was confirmed by studying the deflection of 

cantilever beams subjected to lateral loads. Kirby and Esrig (1979) used an elastic finite 

element analysis for pile loading and suggested that the changes in pore pressure 

associated with changes in mean normal total stress are small and probably in the order of 

(5-10%) of the undrained shear strength of the soil. Measured pore pressures due to pile 

loading are typically (0-25%) of the undrained shear strength. Cooke et al. (1979) 

described a series of tests made on instrumented tubular steel piles in the field to examine the 

mechanism of load transfer from piles in stiff clay. During installation of the first pile, loading 

tests were made to piles in stiff clay. During installation of the first pile, loading tests were 

made so that the variation of the soil properties and the effect of pile length on  settlements 

at corresponding working loads could be examined. Ottaviani and Marchetti (1979) 

compared results obtained from a loading test on cast-in-place piles with those obtained 

from a non-linear finite element analysis based on geotechnical parameters of cohesive 

soils. The comparison found a good agreement for the loads before failure (allowable) but, 

there are differences in the loads close to failure (ultimate). Grande and Nordal (1979) 

used the finite element method to deal with long term pile head loads. Formulae 

concerning the ultimate and service load components were derived. In addition to these, 

equations describing deformations and soil reaction coefficients were introduced. 

Randolph et al. (1979) made a numerical analysis of an installation of a single pile driven 

into clay and the effects on the distribution of stresses and displacements in the soil near the 

piles immediately after driving and during subsequent consolidation of the clay. The 

installation of driven piles with the expansion of a cylindrical cavity was modelled. The 

path applied to elements of soil in this process, a strain controlled path, consists, for a 

typical clay deposit of large lateral extent, of one-dimensional consolidation followed by 

plane strain constant volume shearing with the plane of shearing being perpendicular to the 

previous direction of consolidation (rapid installation of the pile). The consolidation of the 

soil was studied using a work-hardening elasto-plastic soil model, namely, the Cam-clay 

model. Pal and Parikh (1980) used a finite element analysis for an axially loaded pile-clay 

system in the elastic region with a computer program capable to handle non-homogeneous 

and homogeneous clays as well as different pile geometries and different pile penetrations. 

It was seen that as L/H (which is the ratio of the pile length to the total depth of the soil) 

ranges between 0.75 to 1.00, there would be an increase in the rate of settlement for a 

specific slenderness ratio of pile. Morever, it was observed that in the case of full 

penetration, the amount of load transferred at the base shows a tremendous increase. 
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Bhowmik and Long (1990) presented results of nonlinear finite element analyses of an 

axial pile load test using a bounding surface plasticity model to simulate the soil behaviour. 

The interface between the pile and the surrounding soil is modelled by using thin 

isoparametric elements. The comparison between observed and predicted pile behaviour is 

presented and the sensitivity of the analytical solutions to the properties of interface 

elements is investigated and discussed. The soil-interface-pile model used in this analysis 

provides a good simulation of the load test analyzed. Phoon et al. (1990) used the finite 

element method to study the effect of a spatially varying soil medium on the settlement of 

single-pile foundations. The soil is assumed to be linear-elastic and it is modelled as a 

homogeneous field. Using a first-order second-moment technique, the mean and 

coefficient of variation of the pile head settlement were determined. It is found that the 

uncertainty of the pile head settlement is dependent on both deterministic and stochastic 

parameters. Analysis is then performed to compute the reliability index and the 

corresponding probability of unserviceable behaviour. Yasser and Hassiotis (2001) 

developed a three-dimensional, nonlinear finite element model. It is used to study stresses 

on piles and pile-soils. The model consists of soil continuum elements according to a 

Mohr-Coloumb failure criterion with material nonlinearities for the piles and soil, 

respectively. The objective of that investigation was to study the mechanism of pile-soil 

interaction. Al-Marsumi (2003) developed four algorithms to calculate the total stress, 

pore water pressure in addition to inclusion of earthquake effects. A three dimensional 

finite element method was used to analyze the pile-soil system. A single pile with cap and 

a group of piles with cap were studied while the soil was represented as a homogeneous 

isotropic and non-homogeneous anisotropic material using the Modified Cam-Clay model. 

Maharaj et al. (2004) analyzed piles of varying cross-sections by a nonlinear finite 

element method under plane strain conditions. The soil was modelled by an elasto-plastic 

medium incorporating Drucker-Prager yield criterion. It was found that the load carrying 

capacity of a single pile is more than that of a pile in a group in case of piles under uplift 

load and of varying cross-section. Raheem (2005) used the finite element method to study 

the behaviour of axially loaded piles embedded in a clayey soil and studying the pore water 

pressure developed with a thin layer interface element using the Cam-Clay model. It was 

concluded that during undrained loading conditions, the vertical settlement values at the tip 

of the pile increased in the order of 22.5% when slip elements are used. Al-Baghdadi 

(2006) developed a three-dimensional, nonlinear finite element computer program to model 

soil-pile-raft systems with interface elements between the pile and the surrounding soil. A 

twenty-noded isoparametric brick element was used. The behaviour of the piled raft 

material is simulated by using a linear elastic model. However, the behaviour of soil and 

interface materials is simulated by an elasto-plastic model using the Mohr-Coulomb failure 

criterion. 

In this paper, a solution to the problem is proposed by using the Modified Cam-Clay model for the 

soil and the linear elastic model for the material of the pile both extended to cover three dimensional 

conditions. 

  

- DIFFERENTIAL EQUATIONS GOVERNING THE PROBLEM:- 

Biot, (1941) developed a three-dimensional consolidation theory based on elastic theory. 

The assumptions of Terzaghi-Rendulic theory are adopted here except that the total stress is 

allowed to vary within the soil mass although the applied load remains constant. Biot’s 

theory includes the compressibility of the fluid and the soil skeleton and it also deals with 
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partly saturated soils. For saturated soils, Biot's theory for general three-dimensional problems 

may be expressed as (Biot 1955, 1956):- 

- Equilibrium Equation:- For static analysis, the equilibrium equation is (Smith and Griffiths, 

1988):- 

K
du

dt
 + L

dp

dt
  C  

df

dt
  0………………………….………………... (1) 

When encountering a non-porous material like concrete, the above equation reduces to: 

    δ.KF    ……………………………………..…………..……....……… (2) 
where:- {F}= vector of nodal forces, 

[K] = stiffness matrix, and 

{δ}= vector of nodal displacements. 

    The element stiffness matrix for Equation (1) is given by (Smith and Griffiths, 1998):- 

    
Ω

T
dΩBDBK …………………………...…………………..……… (3) 

where:- [D]= the stress-strain (constitutive) matrix, 

[B]= the strain-displacement matrix, 

dΩ= the domain of the integration, and 

the superscript (
 T

 )
 
represents the transpose of the matrix. 

Equation (3) can be rewritten in a three-dimensional local form as follows:- 

     dζdd.detJ.BDBK

1

1

1

1

1

1

T
  













 …………………………….…………… (4) 

 
- Fluid Flow Equation:- This equation is applied onto flow of water in porous materials 

like soils only. It can be written as (Lewis and Schrefler, 1987):- 

 

H p  + S
dp

dt
 + L

T du

dt
  f   0…………………………………………..(5) 

- Governing Element Matrix Equation:- By augmenting equations (1) and (5), the 

following matrix equation is obtained (Lewis and Schrefler, 1987): 

  

k k k

T T
k kt t tk, k,

K L K Lu u

p pL S H t L S (1 )H t 

      
       

             

 

k

k,

df
C

dt t

f


 
 

 
  

…..….….…………...(6) 

The above equation  represents the equation governing the soil medium surrounding the 

pile. 

 

THREE-DIMENSIONAL BRICK ELEMENT:-  

In this paper, the problems under consideration are discretized into three-dimensional 

twenty-node brick elements. Each node in this element has three degrees of freedom 

representing displacements in the x, y, and z-directions, as well as an additional fourth degree of 

freedom for pore water pressure.  

For the derivation of the required matrices and vectors, the coordinates and local 

displacement fields of an element are interpolated using polynomials as follows (Owen and 

Hinton 1980):- 
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For the three displacement components u, v, and w:- 

 
 

  
















































i

i

i

N00

0N0

00N







w

v

u

 ……………………...………………..……..……..………….(7) 

Also for three coordinates x, y, and z:- 

 
 

  
















































i

i

i

z

y

x

N00

0N0

00N

z

y

x

 …………………….………...……….……...………..…… (8) 

where:-    T
wvuu  , vector of global displacements in the x, y, and z-directions,     

respectively, 

  m = number of nodes per element, 

 i nodal global displacements of node (i), 

    T
zyxx   vector of global coordinates at any point, 

 
i

X vector of global coordinates of nodal point (i), and 

 iN  interpolation function of nodal point (i) (as functions of local coordinates ξ, η, and ζ). 

For small strain theory, the strain vector for a three-dimensional stress analysis  can 

be written as (Reddy, 1984): - 

 




























































































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























z

u

x

w

y

w

z

v

x

v

y

u

z

w

y

v

x

u

γ

γ

γ

ε

ε

ε

ε

zx

yz

xy

z

y

x

 ………………………………………………..……...……..…….. (9) 

The evaluation of the strain vector requires the evaluation of the derivatives given in Equation (7). 

The derivatives are calculated by using a Jacobian transformation matrix, which relates 

global coordinates x, y and z derivatives to local coordinate ξ, η, and ζ derivatives (Bathe, 

1996):- 

 


















































































z

y

x

J

ζ

η

ξ

e …………………………………….……………….…...…………….. (10) 

where:- 

[J]
e
= the Jacobian matrix in Cartesian coordinates. 

The strain-displacement relation is given as:- 

    i
m

1i

i δBε 


   …………………………………………....…………………….…….. (11) 
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where:- 

[Bi]= The strain-nodal displacement matrix described by:- 

 





























m,21,21,3

m,12,31,11,3

m,12,21,11,2

m,31,3

1,2

2,11,1

i

N...0NN0

N...NN0N

N...N0NN

N...0N00

0...00N0

0...N00N

B   ……...……………...………...............…….. (12) 

In the above:- 

j

i
ji,

x

N
N




   (the first derivative of the shape function). 

The three normal and the three shearing stresses are related to the corresponding 

strains through the stress-strain constitutive matrix [D]:- 

    εDζ    …………………………………….……..……....................….…….. (13) 

 
CONSTITUTIVE RELATIONSHIPS:- 

- Elastic Model:- Elastic behaviour of a material occurs when no residual strains are 

retained after unloading, and the material returns to its original shape (Atkinson and 

Bransby, 1978). In the case of a three-dimensional continuum, it may be expressed in 

terms of two constants (K) and (G) as follows (Saada, 1974):- 

 

 
 

ζ η ξ 
Local Node 

Number 

1 -1 -1 1 

1 1 -1 2 

1 1 1 3 

1 -1 1 4 

-1 -1 -1 5 

-1 1 -1 6 

-1 1 1 7 

-1 -1 1 8 

1 0 -1 9 

1 1 0 10 

1 0 1 11 

1 -1 0 12 

-1 0 -1 13 

-1 1 0 14 

-1 0 1 15 

-1 -1 0 16 
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Figure (1) Twenty-node brick element. 
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where:- K= Bulk modulus = 
 213 

E    ……………………….....……….…..... (15) 

          G= Shear modulus = 
 12

E    ………..………………………………    (16) 

In all analyses considered in this paper, the material of the pile, which is concrete, is 

assumed to follow the constitutive relation described by equation (14). 

- Elasto-Plastic Analysis:- The relationship between increments of stress and increments 

of strain for elasto-plastic materials is given by the following equation (Desai and 

Siriwardane, 1984):- 

  epD ………………………….……………….…………….………..... (17) 
where δζ' and δε are increments of effective stress and total strain (elastic and plastic), 

respectively and (D
ep

) is the elasto-plastic constitutive matrix. In this study, the critical 

state model is applied. Since this model requires an associative flow rule, where the plastic 

potential surface is equal to the yield surface (Q≡F), the following equation is derived (Al-

Damluji, 1981):-  


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- Modified Cam-Clay Model:- The Modified Cam-clay model addresses the much 

particular dissatisfaction with the original Cam-Clay one. Its yield surface is an ellipse in 

the meridional plane, shown in Figure (2), and is defined by the equation (Lewis and 

Schrefler, 1987):- 

  02 2

2

2




 ppp
M

q
F p

vc

cs

 ………………………………..…………..…... (19) 

in which Mcs is the slope of the critical state line in the (p′, q) plot,  p

vc εp  is the 

preconsolidation pressure to which the soil has previously been subjected to during its past 

history. It represents the current semi-diameter of the ellipse in the p′-direction. 

 

 

 

 

 

 

 

 

 

Clays surrounding piles in the problems solved in this paper are assumed to obey equations 

(18) and (19). Al-Anbaki (2006) presented all the necessary extensions of the derivations 

to cover three-dimensional behaviour. 

 
 

PRESENTATION OF RESULTS:- 

After checking the validity of the elastic and elasto-plastic consolidation schemes and the 

ability of the developed computer program, which was given the name DARC3 (Al-

Anbaki, 2006), the present section will discuss the observation results for three field 

problems  documented in literature and compare them with the proposed algorithm output 

predictions. 

 

-Properties, Geometry and Boundary Conditions:- The pile material used through the 

following three problems is concrete obeying a linear elastic constitutive relationship as 

depicted by Equation 14. While for soil, the type of clay involved is modelled by an elasto-

plastic Modified Cam-clay constitutive relationship as presented by Equation 18. The soil 

is assumed to be homogeneous and isotropic. The water table is assumed to be at ground 

level. As the pile section is circular, the meshes used are for a quarter of a cylinder 

medium. The boundary conditions for the problems are restrained from lateral movement 

for all nodes while they are free in vertical movements except at the bottom of the mesh. 

For pore water pressures, they are restrained only at the bottom of the mesh at the 

circumference. 

  

- Case Study Number One-Single Pile Analysis (After Desai, 1978):- This problem is 

Figure (2) Modified Cam-clay model in the space of two stress invariants q and p. 

(after Lewis and Schrefler, 1987) 
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analyzed according to the research presented by Desai (1978) in which a simulation of 

driving a pile in a saturated clayey soil is proposed. A discussion of the consolidation 

process in the soil mass due to changes in stresses and pore water pressures employing 

dissipations during driving and after subsequent loadings is presented through a nonlinear 

finite element solution. 

 

- Mesh and Geometry:- Figure (3) shows the three-dimensional finite element mesh for a 

quadrant of a single pile medium with a diameter of (0.4066m) and length of embedment 

of (15.25m). The depth of the clay layer is (27.452m). It is assumed to extend in the x and 

y directions about (3.352m) away from the centre of the pile. The total number of three 

dimensional brick elements employed is (324) and the total number of nodes is (895). 

Figure (4) shows the x-z plane of the problem while Figure (5) shows the x-y plane.  

 

- Problem Properties:- The material properties adopted for this problem are presented in 

Table (1).  

 

- Loading:- The total uniformly distributed load (working load) applied vertically on the 

top of the pile is (1700) kN/m
2
 which is equal to (45%) of the ultimate bearing capacity of 

the pile of (3800) kN/m
2
. The load is applied after (31.1) days from driving of the pile. 

Through the results presented in this work, the load is assumed to be applied immediately 

after the installation of the pile. 

 

- Results:- 

a. Load-Settlement Curve:- 

The load-settlement comparison curves at the tip of the pile between the results obtained 

from the Desai (1978) and these obtained through the current work are shown in Figure 

(6). It can be seen from the figure that the curves seem to be similar in shape and the 

difference ratio between the results at the end of loading stage is about (15%). Generally, 

the load-settlement curve seems to be very close to the linear relation behaviour at the  
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 Figure (3) Three- Dimensional finite element mesh for a  pile- soil 

quadrant 
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initial stage. This may be attributed to the very small pile displacements due to small load 

increments. As the loading level is increased, the curve tends to show a non-linear relation 

with smaller slopes (higher settlement values).     

b. Pore Water Pressure Dissipation:- Figure (7) shows the pore water pressure 

dissipation behaviour around the pile at location surface A-A shown in Figure (4) for 

different time steps. The distribution of the excess pore water pressure becomes uniform 

after considerable time. This may be attributed to the concentration of stresses and strains 

close to the pile tip. Figure (8) shows the pore water pressure dissipation obtained by Desai 

(1978). It can be noticed that there is a similarity in the shapes of the pore water pressure 

curves between these obtained from the current study and the ones concluded by Desai 

(1978) for time steps greater than (31.1) days. The difference may be attributed to the load 

which has been applied (31.1) days after installation by Desai (1978) while it is assumed to 

be applied immediately in the current study.  

 

 

 

 

 

Figure (4) x-z Plane of the Problem. 
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Table (1) Material properties for case study number one (from Desai, 1978). 

Soil Properties 

Property Value 

Undrained strength, cu 490 lb/ft
2
 (23.9 kN/m

2
) 

Modulus of elasticity of the soil, Esoil 44100 lb/ft
2
 (2150 kN/m

2
) 

Poisson's ratio of the soil, νsoil 0.35 

The adhesion factor, α 1.0 

Normal consolidation line slope, λ 0.17 

Shear modulus, G 15200 lb/ft
2
 (725 kN/m

2
) 

Pore water pressure parameter in the triaxial state of stress, A 1 

Unit weight of the soil, γsoil 110 lb/ft
3
 (17.5 kN/m

3
) 

Permeability coefficient, kx=ky=kz 0.638×10
– 4

 ft/day (20×10
– 6 

m/day) 

Pile Properties 

Property Value 

Modulus of elasticity of the pile, Epile 4.32×10
8
 lb/ft

2
 (21×10

6
 kN/m

2
) 

Poisson's ratio of the pile, νpile 0.2 

Unit weight of the pile, γpile 150 lb/ft
3
 (24.0 kN/m

3
) 

Interface Element Properties 

Property Value 

Modulus of elasticity of the interface, Einterface 44100 lb/ft
2
 (2150 kN/m

2
) 

Poisson's ratio of the interface,  νinterface 0.41 

Unit weight of the interface,  γinterface 110 lb/ft
3
 (17.5 kN/m

3
) 

Adhesion, ca  0.3 (kPa) 

Wall friction angle, δ  30
o
 

In Figure (9), the pore water pressure dissipation is calculated at location surface B-

B shown in Figure (4). It is evident that values of the pore water pressures in section B-B 

are not much different from those obtained at section A-A. This may be attributed to the 

boundary conditions governing the problem and the small distance between the two 

Figure (5) x-y plane for problem number one. 
 

y  
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sections. 

c. Load Distribution Around The Pile:- Figure (10) shows the distribution of the load 

around the pile and at the tip for different depths and for several values of the load applied 

at the head of the pile. 

  

- Case Study Number Two-Single Pile Analysis (After Ottaviani and Marchetti, 

1977):- A three-dimensional finite element mesh is used similar to Ottaviani and 

Marchetti's (1977) two-dimensional discretization. In that paper, results are compared 

between field data and those obtained from the finite element analysis conducted on the 

same problem. Analysis by the procedure proposed herein will be presented below. 

-20

-18

-16

-14

-12

-10

-8

-6

-4

-2

0

0 500 1000 1500 2000

Load (kN/m2)

S
et

te
lm

en
t (

m
m

)

Calculated

Desai (1978)

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure (7) Excess pore water pressure for section A-A. 

Figure (6) Load-settlement curve. 
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- Mesh and Geometry:- Figure (11) shows the three-dimensional finite element mesh for 

the single pile in clay with a diameter of (0.6)m and length of embedment of (23.5)m. The 

depth of the clay layer is (32)m. It is assumed to extend in the x and y directions about 

(4.5)m. The total number of three-dimensional brick elements employed in the current 

analysis is (1584) and the total number of nodes is (9993). 
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- Soil and Pile Properties:- The material properties for this problem are presented in 

Table (2). Figure (12) shows the geotechnical properties of the soil at the location of the 

pile. It should be noted that during this study, the soil is assumed to be a homogeneous 

Figure (9) Excess pore water pressure for section B-B. 

Figure (8) Excess pore water pressures for section A-A (after Desai, 1978), 

(1kN/m
2
=0.04788LB/FT

2
). 

 

 

Figure (10) Load distribution in the pile. 
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layer of a clayey deposit and that the properties of the thin layers of sand and the silt are 

neglected. 

- Loading:- The total load applied vertically on the top of the pile is (3400) kN which is 

the ultimate load applied onto the pile.  

- Results:- 

a. Load-Settlement Curve:- Figure (13) shows a comparison between the load-settlement 

curve for the tip of the pile obtained from the current analysis and that predicted from 

strain cells at site. It shows a good agreement between the developed algorithm and the 

measured results. The percentage of differences between the two curves is about (8%) at 

ultimate load. 

 

 

 

 

b. Pore Water Pressure Dissipation:- Figure (14) shows the pore water pressure 

Figure (11) Finite element mesh for the single pile in clay after Ottaviani 

and Marchetti, 1979. 
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dissipation at section C-C near the pile for different time steps. The curves seemed uniform 

and this may be attributed to the concentration of stresses and strains near the pile. 

c. Load Distribution Around the Pile:- Figure (15a-d) shows a comparison of the 

distribution of the load around the pile between the observed and calculated at different 

depths for several values applied at the head of the pile. As can be noticed, a good 

agreement between the observed and the calculated bearing capacities is obtained for small 

load values while there are some differences under high loads.  

 

 

 

 

 

Table (2) Material properties for case study number two 

 (after Ottaviani and Marchetti, 1977). 

Soil Properties 

Property Value 

Undrained strength, cu 120 kN/m
2
 

Modulus of elasticity of the soil, Esoil 1700 kN/m
2
 

Poisson's ratio of the soil, νsoil 0.35 

The adhesion factor, α 1.0 

Normal consolidation line slope, λ 0.15 

Unit weight of the soil, γsoil 18.5 kN/m
3
 

Permeability coefficient, kh=kv 0.2×10
– 4 

m/day 

Pile Properties 

Property Value 

Modulus of elasticity of the pile, Epile 2.2×10
7
 kN/m

2
 

Poisson's ratio of the pile, νpile 0.25 

Unit weight of the pile, γpile 23.5 kN/m
3
 

Interface Element Properties 

Property Value 

Modulus of elasticity of the interface, Einterface 2000 kN/m
2
 

Poisson's ratio of the interface,  νinterface 0.45 

Unit weight of the interface,  γinterface 18.5 kN/m
3
 

Adhesion, ca  92 (kPa) 

Wall friction angle, δ  32
o
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Figure (13) Load-settlement curve. 

Figure (14) Pore water pressure dissipation. 

Figure (12) Geotechnical properties of case study number two after Ottaviani 

and Marchetti, (1979). 
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- Case Study Number Three-Single Pile Analysis (After Seed and Reese, 1955):- This 

problem is analyzed according to the research conducted by H. Bolton Seed and Lymon C. 

Reese (1955).  

- Mesh and Geometry:- Figure (16) shows the three-dimensional finite element mesh for 

a single pile in clay with a diameter of (0.1524 m) and length of embedment of (22m). 

- Soil and Pile Properties:- The material properties for this problem are presented in 

Table (3). 

- Loading:- The total load applied vertically at the top of the pile is (8000) kN which is the 

ultimate applied load  onto the pile.  

- Results:- 

a. Load-Settlement Curve:- Figure (17) shows a comparison among the load-settlement 

curve for the tip of the pile obtained from the present study and those predicted from the 

strain cells at site in addition to the finite element analysis results presented by the authors. 

A good agreement shows among these curves. The difference ratio between the curve 

obtained from the current finite element analysis and the observed values at end of loading 

is about (25%). 

 

 

 

 

 

 

 

 

 

 
b. Pore Water Pressure Dissipation:- Figure (18) shows the pore water pressure 
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Figure (15) Load distribution in the pile. 
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dissipation at section C-C near the pile for different time steps. The study conducted by 

Seed and Reese did not include pore water pressure measurements.  

c. Load Distribution Around The Pile:- Figure (19) shows the distribution of the load in 

the pile at different depths for several values of the load applied at the head of the pile. The 

load-distribution curves for the pile showed that most of the load was removed from the 

pile by shaft resistance while only approximately 10% of the load reached the pile tip. The 

increased rate of load transfer was exhibited by soil strata at all depths. The load-

distribution curves for all loadings showed a general increase in the rate of load transfer 

with depth with no load being removed by the soil near the ground surface. 

 

CONCLUSIONS:- 

The following conclusions can be drawn herein with regard to the results obtained for the 

analysis of a single pile in elastoplastic clayey soils in three dimensions: 

1. For the single pile driven in clay analyzed by Desai (1978), when applying the developed 

algorithm based on ACED3 program herein, the following results have been obtained:- 

 Figure (16) Finite element mesh for the single pile in clay after Seed and 

Reese, 1955. 
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i. For displacements at the tip of the pile, the maximum difference obtained at the end of 

loading is about 15%. 

ii. For pore water pressure at a plane adjacent to and slightly away from the pile, the shapes of 

the dissipation curves of the pore water pressure isochrones were found similar to those 

obtained by Desai  (1978). 

2. A single pile driven in a clayey soil was analyzed by Ottaviani and Marchetti (1977). 

When applying the developed algorithm onto the problem, the following conclusions are 

reached:- 

i. For displacements at the tip of the pile, the maximum difference obtained at the end of 

loading is about 8%. 

ii.  For pore water pressure at a plane adjacent to and slightly away from the pile, the trend of 

the dissipation of the pore water pressure is found comprehensible. 

 

Soil Properties 

Property Value 

Undrained strength, cu 490 lb/ft
2
 (23.5 kN/m

2
) 

Modulus of elasticity of the soil, Esoil 44100 lb/ft
2
 (2110 kN/m

2
) 

Poisson's ratio of the soil, νsoil 0.35 

The adhesion factor, α 1.0 

Normal consolidation line slope, λ 0.2 

Shear modulus, G 15200 lb/ft
2
 (725 kN/m

2
) 

Unit weight of the soil, γsoil 110 lb/ft
3
 (17.0 kN/m

3
) 

Permeability coefficient, kh=kv 0.638×10
– 4

 ft/day (0.2×10
– 4 

m/day) 

Pile Properties 

Property Value 

Modulus of elasticity of the pile, Epile 4.32×10
8
 lb/ft

2
 (2.1×10

7
 kN/m

2
) 

Poisson's ratio of the pile, νpile 0.25 

Unit weight of the pile, γpile 150 lb/ft
3
 (23.5 kN/m

3
) 

Interface Element Properties 

Property Value 

Modulus of elasticity of the interface, Einterface 44100 lb/ft
2
 (2110 kN/m

2
) 

Poisson's ratio of the interface,  νinterface 0.45 

Unit weight of the interface,  γinterface 110 lb/ft
3
 (17.0 kN/m

3
) 
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Table (3) Material properties for case study number three  

(after Seed and Reese, 1955). 

 

iii.  The bearing resistance along the pile shaft and at the tip, and for different loading steps is 

found to be similar to those obtained by Ottaviani and Marchetti (1977). 

3. Finally, a problem of a prototype pile in a clay soil tested by Seed and Reese (1955) is 

considered. When the same pile is analyzed by the algorithm developed in this research, 

namely ACED3, the following conclusions are reached:- 

i. For displacements at the tip of the pile, the maximum difference at the end of loading is 

about 25%. 

ii. For pore water pressure at a plane adjacent to and slightly away from the pile, the trend 

of the dissipation of the pore water pressure is found to be in line with respect to similar 

patterns of geometry, boundary and loading conditions. 

iii. The bearing resistance along the pile shaft and at the tip, and for different loading steps, is 

found to be 

similar to those 

obtained 

by Seed and 

Reese (1955). 

 

 

 

 

 

 

 

 

 

 

 

Adhesion, ca  0.3 (kPa) 

Wall friction angle, δ  30
o
 

Figure (17) Load-settlement curve. 
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α: adhesion factor.  

γinterface : Unit weight of the interface.   
γpile: Unit weight of the pile.  

γsoil: Unit weight of the soil.  

tk: length of the k-th time step. 

δ : Wall friction angle.  
 δε: small changes in strain. 

δζ': small changes in effective stress. 

δλ: a positive scalar factor of proportionality dependent on the state of stress and loading 

history. 

 i : vector of nodal displacements of node (i). 

: normal consolidation line slope. 

ξ, , η and ζ are the finite element local coordinates as defined by Figure (1).  

ν: Poisson’s ratio. 

νinterface : Poisson's ratio of the interface.   
νpile: Poisson's ratio of the pile,  

νsoil: Poisson's ratio of the soil.  
ζn, ζ, ζnn: normal stress. 

ζ'mo: isotropic effective stress. 

ζ'x , ζ'y, ζ'z: effective stresses in the x, y and z directions, respectively. 

ζx, ζy, ζz: total stress increments in x, y ,z directions, respectively. 

ζ1, ζ2, ζ3: principal stresses acting on right angles to each other. 

: total domain of the continuum. 

[B]: strain-nodal displacement matrix (transformation matrix). 

B:  bulk modulus  

C: creep function. 

ca : Adhesion.  
cu : Undrained strength.  

[D]: stress-strain (constitutive) matrix. 

dΩ: domain of the integration. 

dε: total strain of the skeleton. 

Einterface: Modulus of elasticity of the interface.  

Epile:  Modulus of elasticity of the pile.  

Esoil: Modulus of elasticity of the soil.  

cd : creep strain. 

pd : overall volumetric strains caused by uniform compression of the particles by the 

pressure of the pore fluid. 

d f̂ : change in external force due to boundary and body force loadings. 

df: load vector equivalent to the body force, surface traction and autogenous strain, 

respectively. 

E: modulus of elasticity of soil skeleton. 

ƒ: yield criterion. 

f : load vector equivalent to fluid flow of source elements, creep function and gravity load, 

respectively. 

{F}: vector of nodal forces, 
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G: shear modulus.  

H: spatial flow (or seepage) matrix applied in three dimension form. 

[J], [J]
e
: Jacobian matrix in Cartesian coordinates. 

K: Bulk modulus. 

K0: earth pressure coefficient at rest.  

[K] : stiffness matrix. 

kh,kv: horizontal and vertical permeability coefficients, respectively.  

L: coupling matrix representing the influence of pore pressure in force equilibrium. 

m: number of nodes per element. 

Mcs : the slope of the critical state line. 

 iN  interpolation function of nodal point (i). 

p : pore pressures. 

p: pore water pressure. 

p′: mean effective stress. 

 p

vc εp  is the preconsolidation pressure to which the soil has previously been subjected to 

during its past history. The superscript p for volumetric strain is for plastic. 

q: deviatoric stress.   

S: compressibility matrix. 

t: time of consolidation. 

u: displacement vector. 

ū: displacements. 

 
i

X : vector of coordinates of nodal point (i). 

the superscript (
 T

 )
 
represents the transpose of the matrix. 
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PCCC MC-CDMA COMBINATION PERFORMANCE OVER 

MULTIPATH RAYLEIGH FADING CHANNEL 
 

 

 
 

 :الخلاصة

   ٍع سٍز اىْاقو اىَخعذد اىوصوه  Parallel Concatenation Convolution Coding PCCCٕزا اىعَو يقذً ٍحاماة ه 

(MC-CDMA )عبش قْآ اىخفوث ٍخعذد اىَساس multipath fading channel  ٍع ٍقاسّت ىحاىت اىَعيوٍاث اىغيش اىَشفشة و

حقْيت فل اىشفشة اىَسخخذٍت في اىَحاماة .  Serial Concatenation Convolution Coding SCCCاىَعيوٍاث اىخي حسخخذً  

                  حٌ اسخخذاً حضَيِ. سج حنشاساث اُ ْٕاك ححسيِ بالاماّج فل اىشفشة اىَخنشسة حيث حعطي اقصى مفاءة ٍع 

phase shift keying   ٍعM = 2, 4, 8 and 16  ٍزج حقسيَاث اىخشدد اىَخعاٍذٓ ٍعOFDM . َّورج اىقْاة اىَخسخخذً ٕو

   .5MHzوعشض ّطاق قْاة قذسٓ  TS 25.101 v2.10ٍع ٍواصفاث حقْيت  3GPPّفسٔ اىَخصص 

             و اىَعيوٍاث غيش اىَشفشة بذلاىت  SCCCسبت اىى ّ  PCCCٍِ خلاه اىعَو ىوحظ اُ ْٕاك ححسيِ بالاداء باىْسبت ىو

 (.7)مَا ٍوضح باىجذوه سقٌ  dBsبَقذاس عذة   Signal to Noise Ratio (SNR)اه 

 

ABSTRACT 

This work presents the simulation of a Parallel Concatenation Convolution Coding PCCC with 

Multi-Carrier Code Division Multiple Access (MC-CDMA) system over multipath fading channels 

with a comparison with the uncoded data and that uses Serial Concatenated Convolutional Coding 

SCCC. The decoding technique used in the simulation was iterative decoding since it gives 

maximum efficiency with six iteration. Modulation schemes that used are Phase Shift Keying 

(BPSK, QPSK and 16 PSK), along with the Orthogonal Frequency Division Multiplexing (OFDM). 

The channel models used are as specified in the Third Generation Partnership Project (3GPP) 

Technical Specification TS 25.101v2.10 with a channel bandwidth of 5 MHz.  

It was noticed that there is an improvement in the performance of the use of the PCCC data over the 

SCCC and uncoded data of SNR by many dBs as summarized in table [2] but with 8 and 16 PSK 

modulation schemes with the multipath fading channel a convergence of the BER to 10
-4 

cannot be 

obtained and it remains fluctuating around BER of 10
-2

. 

 

INTRODUCTION 
Future wireless systems such as fourth generation (4G) cellular will need flexibility to provide 

subscribers with a variety of services such as voice, data, images, and video. Meanwhile, 

multicarrier CDMA (MC-CDMA) has emerged as a powerful alternative to conventional direct 
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sequence CDMA (DS-CDMA) in mobile wireless communications [1, 2], that has been shown to 

have superior performance to single carrier CDMA in multipath fading. The attractive features 

derived from the CDMA-OFDM combination makes MC-CDMA a firm candidate for the next 

generation of wireless system [3, 4]. Since 1993, MC-CDMA rapidly has become a topic of 

research. Wireless mobile communication systems present several design challenges resulting from 

the mobility of users throughout the system and the time-varying channel (Multi-path fading). There 

has been an increasing demand for efficient and reliable digital communication systems. To tackle 

these problems effectively, an efficient design of forward error coding (FEC) scheme is required for 

providing high coding gain. To obtain high coding gains with moderate decoding complexity, 

concatenation of codes with iterative decoding algorithms has proved to be an attractive scheme. 

In iterative decoding, instead of extracting all information from the received symbols and the 

knowledge about the code in a single run, it is done during several iterations with successively 

better reliability of the result. On the contrary, iterative decoders only extract little new information 

during every iteration which is added to the previously extracted information.  

 

MC-CDMA SYSTEM DESCRIPTION 

The generation of an MC-CDMA signal can be described as shown in Figures 1 and 2, a single data 

symbol is replicated into N parallel copies. Each branch of the parallel stream is multiplied by one 

chip of a spreading code of length N [5]. The resulting chips are then fed to a bank of orthogonal 

subcarriers. As is commonly done in MC-CDMA, it is assumed that the spreading sequence length 

N equals the number of subcarriers. However, this scheme can be generalized to the case where the 

number of carriers is a multiple of the spreading sequence length allowing in this way the 

simultaneous transmission of several symbols from the same user. Carrier modulation is efficiently 

implemented using the inverse fast Fourier transform (IFFT) [3]. 

After parallel-to-serial (P/S) conversion, a cyclic prefix (CP) is appended to the resulting signal to 

minimize the effects of the channel dispersion. It is assumed that the CP length exceeds the 

maximum channel delay spread and therefore, there is no interference among successively 

transmitted symbols (i.e. there is no interblock interference).  

The transmitted signal corresponding to the k
th

 data bit of the m
th

 user (am[k]) is given by [5]  
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where cm[0], cm[1], ... , cm[N-1] represents the spreading code of the m
th

 user and pTb(t) is defined to 

be an unit amplitude pulse that is non-zero in the interval of [0, Tb]. The input data symbols, am[k], 

are assumed to takes on values of -1 and 1 with equal probability. 

At the receiver side, opposite operation to that done at the transmitter are done. These operations are 

the OFDM demodulation, dispreading, MPSK demodulation, demapping and the PCCC decoding. 

 

Parallel and Serial Concatenated Convolutional (PCCC and SCCC) Encoding 

The convolutional turbo coder consists of a parallel concatenation of recursive systematic 

convolutional RSC encoders separated by a pseudo-random interleaver [6]. The main aim of RSC is 

to produce more high weight codes even though input contains more number of zeros [7]. The 

stream of input bits is fed to the first encoder without any modification and is randomly interleaved 

for the second encoder. A natural rate for such a code is 1/3 (one systematic bit and two parity bits 

for one data bit). The rate can be relatively easy increased by puncturing the parity bits but reducing 

the rate below 1/3 is more difficult and may involve repetition of some bits [6]. The structure of 

such a parallel concatenated convolutional code (PCCC) is shown in Figure (3). 

 

One important feature of turbo codes is the iterative decoding which uses a soft-in/soft-out (SISO) 

like MAP (Maximum A Posteriori) decoding algorithm which was first applied to convolution 
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codes by Bahl Cocke, Jelink and Raviv also known as (BCJR) algorithm [8].  In iterative decoding, 

there are two SISO decoders where the extrinsic information obtained from decoding process is 

exchanged between them [6]. MAP algorithm gives optimal estimate of information symbols given 

the received data sequence. In MAP decoding scheme the fact that it gives the maximum MAP 

estimate of each individual information bit is crucial in allowing the iterative decoding procedure to 

converge at very low SNR
,
s although soft output Viterbie algorithm SOVA can also be used to 

decode turbo codes but a significant improvements can be obtained with MAP algorithm. This 

algorithm requires a forward and backward recursion and is therefore suitable for block oriented 

processing since turbo code is a block oriented process this algorithm. The MAP algorithm 

calculates the posterior probability (APP) of each state transition massage bit. The log-MAP 

algorithm is the most complex of the algorithms used when implemented in software, but generally 

offers the best bit error rate (BER) performance. The max-log-APP decoding scheme is an 

approximation of the log-APP decoding and is widely used in practice because of its reduced 

computational complexity [8].  

The Max-Log-MAP (MLMAP) algorithm is a good compromise between performance and 

complexity [9]. It is very simple and, with the correction operation, also very effective [10]. 

Compared to the MAP/Log-MAP algorithm no SNR-information is necessary and the critical path 

within the add-compare-select (ACS) unit is shorter because of the maximum operation without the 

correction term [11]. The performance is better than the standard SOVA algorithm and reaches 

nearly the optimal performance results of the MAP/Log-MAP algorithm.  

The decoding is done for each inner code vector. The decoded bits are then decoded again 

according to the outer code used [12]. It consists of two soft input soft output SISO [14] modules 

connected in a ring.  

The Turbo decoding process is done in an iterative manner. SISO decoding of the convolutional 

subcodes is done with the use of a-priori information of previous decoding steps. Here only relevant 

formulas of the used Max-Log-APP MLMAP algorithm are given. 

 

Like other methods max-log-APP algorithm calculates approximate log-likelihood ratios LLR's for 

each input sample as an estimate of which possible information bit was transmitted at each sample 

time[10].They are calculated according to[10,11] 
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where i is the sample time index, m {0, … , Ns-1} is the present state, Ns is the number of encoder 

states, f(d, m) is the next state given present state m and input bit d  {0,1}, m

iA  is the forward state 

metric for state m at time i, m

iB is the reverse or backward state metric for state m at time i, and 
md

iD , is the branch metric at time i given present state m and input bit d {0,1}. The forward state 

metrics are calculated starting at the first sample received in the block and moving forward in time 

to the last sample received. The reverse state metrics are calculated starting at the last sample 

received and moving backward in time to the first sample received. More formally, the state and 

branch metrics are given by 
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where b(d,m) is the previous state given present state m and previous input bit d {0,1}, xi is the i
th

 

systematic sample, yi is the i
th

 parity sample, d is a systematic bit, mdc ,  is the corresponding coded 

bit given state m and bit d, mdd ,  =1-2d  , and mdmd cc ,, 21 . The state metrics provide a measure 

of the probability that state m is the correct one at time i, while the branch metrics are a measure of 

the probability that each possible combination of encoder outputs is the correct one given the 

channel outputs xi and yi. 

Note that in contrast to the true-APP or log-APP algorithms, no estimate of the channel signal-to-

noise ratio (SNR) is required. It is apparent that metric combining involves adding up all of the 

metrics associated with a given branch in the trellis, with each sum being an input to one of the 

max[.] operations in (2).  

The calculations in (3) and (4) are exactly the Viterbi algorithm without history and will therefore 

find the same winning path through the decoding trellis given the same inputs and initial conditions.  

The max-log-APP algorithm is sub-optimum due to the approximations involved. However, most of 

the performance loss associated with this suboptimality can be recovered by applying a simple scale 

factor correction to the output of the constituent decoder. The so-called extrinsic information may 

be approximated as 

 

 

 

 

where n{1,2} denotes one of the constituent decoders, n

outL  represents the set of LLRs produced 

by the max-log-MAP decoder, n

inL represents the set of input LLRs, and sf is an appropriate scale 

factor. Corrected LLRs are then calculated according to 

 

 

 

 

These corrected LLRs are the systematic input to the next constituent decoder, while the extrinsic 

information n

exL is fed back to be subtracted off on the next iteration. It has been found that setting   

sf = 5/8 = 0.625 typically yields performance within 0.1 dB to 0.2 dB of a true-APP decoder given 

the same number of iterations. At the same time, using this method vastly reduces the amount of 

computation required. 

 

While in SCCC, only the inner code must be recursive systematic convolutional RSC. The 

information bits are encoded by the outer encoder and the resulting code bits are interleaved by the 

bit wise random interleaver and become the information bits of the inner encoder. The outer code 

with a rate k/p R  and the inner code with rate p/n Ri   joined by an interleaver of length N bits, 

generating an SCCC with rate k/n Rc  . Note that N must be an integer multiple of p [14]. For more 

details about the SCCC decoding refer to [15]. 

 

SIMULATION RESULTS  
The proposed system is illustrated in Figure [5]. A 20 Mbps was transmitted over the system. Since 

the channel for the 4
th

 generation is not developed yet, therefore, the 3.5 G channel specifications 

was used in the simulation process. These channels are AWGN and frequency selective fading 

channels. The modulation schemes are the MPSK with M=2, 4 and 16. The simulation was 

performed using Matlab program version R2008b. 

 

[6] 

[7] 



Journal of Engineering Volume   16   September   2010 Number 3 
 

 

 4677 

First, a simulation of MC-CDMA system that utilized the parallel concatenated coded data PCCC 

was achieved with AWGN channel and for multipath fading channel. First, the input binary data 

generated at the transmitter side is encoded with the parallel concatenated convolutional coder with 

both the upper and lower coder of a generator polynomial of [1 0 1 1; 1 1 0 1] ) polynomial 

generators and a constraint length of (4).  With the MAP decoding algorithm which is an iterative 

decoding algorithm. The performance of the concatenated convolutional code system depends upon 

the number of iteration of the decoder.  

The same work was repeated with the serially concatenated convolutional code with the outer coder 

of a generator polynomial in octal of (3, [7 5], 7) while the inner one has a ([3 3], [7 0 5; 0 7 6], [7 

7]) generator polynomial. The random interleaver length was 1024 in both cases. 

 

Table [1] summaries the system specifications for the AWGN and frequency selective fading 

channels [16] while figure (6) shows the flow chart of the proposed system.  

 

 

The performance characteristics of the proposed system shown in figures (7, 8, 9 and 10) for binary, 

4, 8 and 16 PSK modulation techniques respectively. The figures also contain comparison of the 

system with the PCCC data with that uses serially concatenated code and uncoded data.  

 

Table 1-Simulation parameters for the AWGN channel 

Available bandwidth 5 MHz 

FFT sampling rate 5 MHz 

Spreading code Hadamard Walsh 

Spreading factor 32 

FFT size 512 

Subcarrier spacing 2.4414 kHz 

Effective symbol duration 409.6 μs 

Guard time duration 102.4 μs 

MC-CDMA symbol duration 128 μs 

Modulation technique BPSK, QPSK, 8PSK & 16PSK 

No. of iterations 6 

 

Figures (11, 12 and 13) show a comparison of the BER versus symbol signal power to the noise 

power) Es/Nₒ for MC-CDMA system with PCCC, SCCC and uncoded data with multipath fading 

channel and 2,4,and 8 PSK modulation techniques respectively.  

 

Table [2] summarizes the obtained results as a comparison of SNR in dB for the selected channels; 

AWGN channel, Multipath fading channel for modulation techniques of BPSK, 4 PSK and 16 PSK 

with uncoded, serially concatenated convolutional coded (SCCC) data and parallel concatenated 

convolutional coded (PCCC) data. 
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Table [2]: A comparison of  SNR in dB for Uncoded, SCCC and PCCC data for BER of 10
-4. 

MPSK SNR/dB for AWGN channel SNR/dB for multipath fading 

channel 

Uncoded SCCC PCCC Uncoded SCCC PCCC 

2 PSK 21 16.5 12 24 15 8 

4 PSK 25 18.1 16 28 21.5 11.2 

8 PSK 29 23 17 - - - 

16 PSK 34 27 22.5 - - - 

 

CONCLUSION: 

The use of the parallel concatenated convolutional coded (PCCC) technique in conjunction with the 

MC-CDMA system improved the performance of the system over that which uses the uncoded or 

serially concatenated convolutional coded (SCCC) data. It can be noticed that there is an 

improvement in the results of the use of the PCCC data over the others as summarized in table 3. 

It can be noticed that with 8 and 16 PSK modulation schemes with the multipath fading channel a 

convergence of the BER to 10
-4 

cannot be obtained and it remains fluctuating around BER of 10
-2

.  
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Figure (2) MC-CDMA receiver Figure (1) MC-CDMA transmitter 
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Figure (5) block diagram of the serially convolutional coded MC-CDMA system. 
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Figure (4): block diagram of the Max-Log-MAP decoding for the PCCC 

scheme and scale factor correction. 
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Figure (6): flow chart of the proposed system 
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Figure (8) BER Vs SNR for AWGN       
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Figure (12) BER Vs SNR for multipath fading 

channel with M=4. 
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VOLTAGE STABILITY ENHANCEMENT AND LOSS 

REDUCTION VIA OPTIMUM LOCATION OF A SERIES 

CAPACITOR 
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University of Baghdad 

 

ABSTRACT  

 

Series compensation is frequently found on long transmission lines used to improve voltage 

stability. Due to the long transmission lines, voltage begins to decay as the line moves further from 

the source. Series compensation devices placed strategically on the line to increase the voltage 

profile of the line to levels near 1.0 p.u.. This paper presents a novel optimum location and optimum 

percentage compensation value of a series capacitor as a compensation method to enhance the 

voltage stability and loss reduction. The proposed method is applied to a 11-bus power system. 

The load flow analysis using Newton-Raphson approach for the 11-bus test system was 

designed and tested using MATLAB 7 programming language. 

 

 تحسين استقرارية الفولتية وتقميل الخسائر عبر تحديد مكان امثل
لوضع متسعة عمى التوالي   

 

 الخلاصة
غالبا ما يتم استخدام التعزيز المربوط عمى التوالي عبر استخدام المتسعة في خطوط النقل وذلك لتحسين  

ولأجل . خفاض كمما ابتعدنا عن المصدرفأن الفولتية تبدأ بالأن, بسب المسافات الطويمة لخطوط النقل. الفولتية
تم في  .(.p.u)لموحدة الثابتة  1هذا يتم استخدام متسعات موزعة وفق حسابات لتحافض عمى الفولتية بمستوى 

حيث تم تطبيق . هذا البحث استخدام الية مثمى لوضع او استخدام المتسعة لتحسين الفولتية ولتقميل الخسائر
 .(IEEE-11BUS)  عقدة 11عالمية ذات  يةأفتراض ةالطريقة عمى منظوم

  MATLAB 7.  المغة البرمجية وأستخدمتعمى هذه المنظومة  رافسون -نيوتن تم استخدام طريقة الجريان
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INTRODUCTION 

 

When exist the need to transmit large amount of electric power over transmission lines, it is 

necessary to consider a group of factors that limit the electrical energy transmission capacity. Some 

of these factors are: the voltage drop, the stability problem, the thermal effect on the conductors, 

etc. The constraints imposed by these factors may be overcome by means the construction of new 

transmission lines or by a transmission upgrade. These alternatives are commonly very expensive, 

especially in the case of long transmission lines. A more economic alternative in these cases is the 

series compensation.  

Transmission line compensation implies a modification in the electric characteristic of the 

transmission line with the objective of increase power transfer capability. In the case of series 

compensation, the objective is to cancel part of the reactance of the line by means of series 

capacitors. The result is an enhanced system stability, which is evidenced with an increased power 

transfer capability of the line, a reduction in the transmission angle at a given level of power 

transfer and an increased virtual natural load. 

Series compensation has been in use since the early part of the 20th century. The first series 

capacitor for EHV power transmission application was installed in a 245 kV line back in 1951 in 

Sweden [1, 2]. 

M. Ghandhari et.al. [3] have been proved that a controllable series capacitor with a suitable 

control scheme can improve transient stability and help to damp electromechanical oscillations in a 

multi-machine power system based on Lyapunov theory. 

Maurício Aredes et.al. [4]discusses the possibility of using FACTS devices like small series 

compensation to control large quantities of active power transmitted by half-wave length 

transmission lines, which proves to be efficient, simple and robust. 

Belkacem Mahdad et.al. [5] describes a simple approach based on logic concept. Fuzzy 

logic approach is described, which achieves a logical and feasible economic cost of operation 

without the need of exact mathematical formulation. 

K. Narasimha Rao
 

et.al. [6] presents the aspects of enhancement of ATC limited by the 

voltage with and without contingency by simple and efficient models of FACTS devices. The 

effectiveness of the proposed methods is demonstrated on IEEE-14 bus and IEEE-30 bus system 

and the results are compared. 

Héctor J. Altuve et.al. [7] presents modern solutions to improve directional, distance, and 

differential element operation on series-compensated lines. 

J. Miguel Gonz´alez et.al. [8] present a Complete stability analyses, including voltage, small 

perturbation and transient stability studies, and the associated models and controls of a Series 

Vectorial Compensator (SVeC). 

 

SERIES CAPACITORS (SC) 

 

A series capacitor is not just a capacitor in series with the line. For proper functioning, series 

compensation requires control, protection and supervision facilities to enable it to perform as an 

integrated part of a power system. Also, since the series capacitor is working at the same voltage 

level as the rest of the system, it needs to be fully insulated to ground. 

The main circuit diagram of a series capacitor is shown in Fig.1. The main protective device 

is a varistor, usually of ZnO type, limiting the voltage across the capacitor to safe values in 

conjunction with system faults giving rise to large short circuit currents flowing through the line. 

A spark gap is utilized in many cases, to enable by-pass of the series capacitor in situations 

where the varistor is not sufficient to absorb the excess current during a fault sequence. There are 
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various bypass solutions available today like spark gap, high power plasma switch, power electronic 

device, etc. [9] 

Finally, a circuit breaker is incorporated in the scheme to enable bypassing of the series 

capacitor for more extended periods of time as need may be. It is also needed for extinguishing the 

spark gap, or, in the absence of a spark gap, for by-passing the varistor in conjunction with faults 

close to the series capacitor (so-called internal faults). 
 
 
 
 
 
 

 

 

 

 

 

 

 

Series capacitors may be installed at one or both line ends. Line ends are typical capacitor 

locations, because it is generally possible to use space available in the substation. In turn, this 

reduces installation cost. Another possibility is to install the series capacitors at some central 

location on the line. Series capacitors located at the line ends create more complex protection 

problems than those installed at the center of the line. The principal applications of series 

compensations are [9]:  

 Improves voltage regulation  

 Increase power transmission capability. 

 Improve system stability. 

 Reduce system losses. 

 Optimize power flow between parallel lines. 

 

DEGREE OF SERIES COMPENSATION 

  

The degree of series compensation is defined as the relation between the capacitive reactance of the 

series capacitor and the inductive reactance of the transmission line.  
 

Degree of Compensation %100
L

C

X

X
                                                                                     (1) 

 

Theoretically, the degree of compensation could be 100%, however this degree of 

compensation may produce large currents flows in the presence of small disturbances or faults. The 

circuit would also series resonant at the fundamental frequency, and it would be difficult to control 

transient voltages and currents during the disturbance. In the other hand a high level of 

compensation highlight the problems in protective relays and in the voltage profile during fault 

conditions. A practical limitation of compensation is between 25-75%. [2]  

 Decreasing line reactance increases maximum active power demand, which in turn enhances 

the voltages at the busses as shown in Fig.2. 

 

 

 

C       Capacitor 

Z       Metal oxide 

D       Discharge damping 

G       Forced triggered spark 

B       By-pass 

Fig.1 Main Configuration of a Series Capacitor 
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Fig.3 Equivalent network configuration for two interconnected systems 

 

 

 

 

 

 

 

 

 

 

 
Dynamically, the power transfer between two interconnected systems, as shown in Fig. 3, is 

defined by: 
 

21,sin  
L

RS

X

VV
P                                                                               (2) 

 

 

 

 

PROPOSED METHOD 

The proposed method is to obtain optimal location and amount of series compensation 

which is used to reduce the total reactance of the transmission line, which is often the main reason 

for their application. This improves power system stability, reduces reactive power losses and 

improves voltage regulation of the transmission line. The power system is modeled using 

MATLAB 7 programming language and comprised of the following steps:   
 

(i) Input all possible data of the 11-bus test system shown in Fig.4, from the line resistances, 

reactance's, line charging reactance's,  bus voltages, active power, reactive power, angles etc. 

 

Fig.2 Series capacitor effect on voltage 



Journal of Engineering Volume   16   September   2010 Number 3 
 

 

 6375 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(ii) Perform load flow calculation using Newtom-Raphson method without using the series 

capacitor, then obtaining the buses voltages. 

(iii)Perform load flow calculation using Newtom-Raphson method with the use of the series 

capacitor at each line of the system. The power flow along the transmission line is directly 

proportional to the difference of the phase angle and inversely proportional to the magnitude 

of the reactance. This concept can be demonstrated by using simple two bus lossless system 

as shown in Fig.5. The degree of compensation is chosen in this paper from 10% to 70% in 

suitable steps and then obtaining the new bus voltages. If the line is 100% compensated, it 

will behave as a purely resistive element and would cause series resonance even at 

fundamental frequency 

 

 

 

 

 

 

 

 

and hence power transferred across the transmission line is increased to: 
 

sin
CL

RS

XX

VV
P


                                                                                   (3) 

 

(iv) For each compensation recalculate the active power loss and reactive power loss according 

to the  

            )()(Re

2

1

iXiILossactive
n

i




                                                                            (4) 

 

Fig.4 IEEE-11 bus test system 

 Fig.5 Equivalent system with series compensation 
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        )()(

2

1

iRiILossActive
n

i




                                                                                    (5) 

 

SIMULATION RESULTS 

 

The following steps where performed: 

 The 11-buses voltages before inserting any capacitor as a compensator in any line will be as 

shown in Fig.6, in which the maximum value is 1.0702 and the minimum value is 1.0252.  
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 A series capacitor will be inserted in the lines 1-2, 2-3, 2-5, 2-6, 3-4, 3-6, 4-9, 4-6, 4-10, 5-7, 

6-8, 7-8, 7-11 and 8-9. In This paper the value of the inserted capacitor will be chosen as 

10%, 30%, 50% and 70% of each line reactance. 

 The proposed steps of a series capacitor will be applied on all the given lines. Next figures 

will show the busses voltages for each capacitor value. 

Fig.6 The 11-buses voltages before inserting a series capacitor  

V
o
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a
g
e 

(p
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Fig.7 The effect of inserting series capacitor between bus 1 and 2 on buses voltages 

 

Fig.8 The effect of inserting series capacitor between bus 2 and 3 on buses voltages 
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Fig.9 The effect of inserting series capacitor between bus 2 and 5 on buses voltages 

 

Fig.10 The effect of inserting series capacitor between bus 2 and 6 on buses voltages 
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Fig.11 The effect of inserting series capacitor between bus 3 and 4 on buses voltages 

 

Fig.12 The effect of inserting series capacitor between bus 3 and 6 on buses voltages 
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Fig.13 The effect of inserting series capacitor between bus 4 and 6 on buses voltages 

 

Fig.14 The effect of inserting series capacitor between bus 4 and 9 on buses voltages 
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Fig.15 The effect of inserting series capacitor between bus 4 and 10 on buses voltages 

 

Fig.16 The effect of inserting series capacitor between bus 5 and 7 on buses voltages 
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Fig.17 The effect of inserting series capacitor between bus 6 and 8 on buses voltages 

 

Fig.18 The effect of inserting series capacitor between bus 7 and 8 on buses voltages 

 

V
o
lt

a
g
e 

(p
.u

.)
  

V
o
lt

a
g
e 

(p
.u

.)
  



Journal of Engineering Volume   16   September   2010 Number 3 
 

 

 6375 

1

1.01

1.02

1.03

1.04

1.05

1.06

1.07

1.08

Bus 1 Bus 2 Bus 3 Bus 4 Bus 5 Bus 6 Bus 7 Bus 8 Bus 9 Bus 10 Bus 11

10% Compensation 30% Compensation 50% Compensation 70% Compensation

 

 

Fig.19 The effect of inserting series capacitor between bus 7 and 11 on buses voltages 

 

Fig.20 The effect of inserting series capacitor between bus 8 and 9 on buses voltages 
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 The reactive power losses and active power losses according to eq. (4) and eq. (5) can be 

given as shown in Fig.21 and Fig.22 respectively for 70% compensation. 
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CONCLUSIONS  

 It is obvious shown from Fig.7 to Fig.20 that the 70% compensation give best results for the 

large number of these cases. Fig.23 gives all the buses voltages cases for 70% 

compensation. 

Fig.21 The reactive power losses at each line depending on 70% compensation 

series capacitor between bus 8 and 9 on buses voltages 

 

Fig.22 The active power losses at each line depending on 70% compensation 
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 From Fig.23, when inserting the 70% capacitor, the best results for buses voltages exist at 

the lines 1-2, 2-3 and 2-6. 

 One of the important results of a series capacitor application is the reduction of the reactive 

power losses in the system especially in the compensated line, as shown in Fig.21. Whereas 

there is no affective change with the active power loss, as shown in Fig.22. 

 The busses voltages for the three pre mentioned cases (XC at Line 1-2, XC at Line 2-3, XC 

at Line 2-6), with the case of no XC and for 70% compensation can be drawn as in Fig.24. 

 

 

 

 

Fig.23 The 70% compensation buses voltages for all 11-bus system lines  
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 There is no change or slight change in busses voltages when inserting a capacitor, like line 

2-5, 3-6, 4-10, 6-8, 7-11 and 8-9.  

 To get the optimum insertion of capacitor for the three lines (1-2, 2-3 and 2-6) the mean 

value of the busses voltages, which is the sum of all busses voltages over the number of 

busses, can be used as a criteria, as well as the minimum reactive power losses, as given in 

Table 1. 

 

 

Line Mean Voltage Value Reactive Power Losses 

Without XC 1.0490 0.0472 

XC at Line 1-2 1.0428 0.0436 

XC at Line 2-3 1.0440 0.0440 

XC at Line 2-6 1.0426 0.0437 

 

 It is clearly shown from Table 1 that inserting a capacitor as a compensator in 11-bus test 

system, gives the optimum results for voltage enhancement and reactive power reduction, if 

the insertion was at Line 1-2 or Line 2-6. 

Table 1 Comparison for mean voltage value and reactive power loss for each line 

Fig.24 70% compensation for Line 1-2, Line 2-3 and 2-6 
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LIST OF SYMBOLS 

VS Sending voltage (volt) 

VR Receiving voltage (volt) 

P Active power (watt) 

  Rotor angle (degree) 

XL Transmission line reactance (ohm) 

XC Capacitance (ohm) 
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ABSTRACT 

  This investigation presents an extensive experimental study on the behaviour and strength 

of reinforced concrete T-beams before and after strengthening by using reinforced concrete 

jacket. Four full scale beams were first loaded to certain levels of ultimate capacity (0, 60%, 

77%, 100% of failure load). Then, after formation of cracks or  failure, they were repaired by 

reinforced concrete jacketing method  and tested again up to failure. 

  The main objective of this study is to restore the full ultimate capacity beams failed by 

flexure and to strengthen the cracked beam. Also, it is aimed to investigate the effect of 

loadig condition on beam before repair on the ultimate capacity after repair. Extensive 

measurements of deformations, cracking and strength were made before and after repair 

throughout all stages of loading.  

  Test results showed that the repairing by reinforced jacketing can effectively restore more 

than 150% of the full flexural capacity of the original beam. Also reinforced jacket can 

effectively increase the ultimate capacity of cracked T-beam after repair up to 250%. 

Furthermore, the use of reinforced jacket for the cracked or failed beams is greatly improved 

serviceability, deformation behaviour, cracking behaviour as well as ductility of T- beams 

compared to those  of the original beams.The ultimate flexural strength of T-beams failed by 

flexure and repaired by reinforced concrete jacket can accurately be predicted using 

conventional ultimate strength method of reinforced concrete . 

 

KEYWORD: cracks,flexure, jacketing, reinforced concrete, repair, strengthening,T-

beam. 

 :الخلاصة

تاسرخذام  قثل وتعذ ذقىيرها Tتوقطع ًىع  الخشساًيح الوسلؽح لسلىك و هقاوهح الشوافذ  يقذم هزا الثؽس دساسح عوليح شاهلح

 :وهي هي الرؽويل فاوذحذن ذؽويل استعح ًوارض هي الشوافذ الخشساًيح الً هسرىياخ هر. الغلاف الخشساًي الوسلػ

و تعذ ؼذوز الرشققاخ او ؼذوز الفشل في هزٍ الشوافذ ذن  لهزٍ الشوافذ هي الرؽول الاقصً 000%،77%،00%،0%

 .هي شن أعُيذ فؽصها لغايح الفشلالخشساًي الوسلػ وإصلاؼها تإؼاطرها تالغلاف 

 هزٍ الذساسح و ذهذف. اى الغشض الاساسي هي هزٍ الذساسح هي تؽس اهناًيح اسرشظاع هقاوهح الشوافذ الفاشلح او الورشققح

 .ً تؽس ذاشيش الرؽويل الوسثق قثل الاصلاغ علً قاتيليح ذؽولها تعذ الاصلاغمزلل ال

 .أظشيد قياساخ هنصفح للرشىهاخ و الرشققاخ اشٌاء مافح هشاؼل الرؽويل قثل و تعذ عوليح الاصلاغ

هي % 000هشخ ًرائط الثؽس اى الغلاف الخشساًي الوسلػ ماى فعالاً في اسرشظاع الوقاوهح القصىي تٌسة ذصل الً اظ

 .هقاوهح الصٌي لهزٍ الشوافذ

الورشققح تٌسة  ذفي الشواف القصىيلػ قذ ادي الً صيادج الوقاوهح ف الخشساًي الوسهشخ الٌرائط مزلل تاى الغلااظلقذ 

 .رها الاصليحهي اقاوه %000ذصل الً امصش هي 
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رشققح قذ ؼسٌد تصىسج مثيشج قاتليح الخذهح اضافح الً رلل فاى اسرخذام الاغلفح الخشساًيح الوسلؽح في ذقىيح الشوافذ الو

 .في هزٍ الشوافذ وادخ الً صيادج في اللذوًح هقاسًح الً ؼالرها الاصليح

في  عرواد علً الطشيقح الوالىفحًيح الوسلؽح تالااهي الووني ايعاد قاتليح ذؽول هزٍ الشوافذ الري صلؽد تالاغلفح الخشس

 .لشوافذ الاعرياديحللقصىي الوقاوهح ا ؽسابت الخاص النىد الاهشيني
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-INTRODUCTION 
  

   In recent years, the repair of existing structures is rapidly emerging as new sector in 

structural engineering. Sometimes, repair of deteriorated concrete structures (strengthening, 

rehabilitation and retrofitting) becomes more economical than building new one, if by 

repairing a safe and serviceable structure can be achieved. The success of a rpair or 

rehabilitaion projet will depend upon the degree to which the work is excuted in conformance 

with plans and specifications.   

   Due to the importance of the problem, many international conference are currently been 

held (7th International Conference,2001) to investigate the problems and to suggest the 

solutions involving the repair of damage structures or unserviceable structures.Guidance 

manuals are also presnted for evaluation and repair of concrete structures (U.S.Army Corps 

of Eng.,2002). In fact, the repair involves many uncertain factors, which has not yet been 

fully investigated. 

   One of the main problem related to repair is the bond between the surface of the damaged 

concrete and the material of repair. The short-term properties (shrinkage and creep) of both 

the damage concrete and the material of repair would significantly affect the performance of 

the structure after repair.It is important that the design engineer reponsible for the 

investigation of the distress and selection of repair materials and construction techniques. 
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  In certain cases, reinforced concrete structures may require to increase its own ultimate 

capacity by strengthening some main structural members like beams and 

columns.Strengthening may also used to stop the deterioration of the structures by repairing 

the harmful cracks and preventing the excessive deflection. 

  The reduction in the strength of reinforced concrete members can be resulted from different 

reasons. These may be due to natural disasters (earthquake), wars, successive deflection, 

cracking due to misuse of the structures and corrosion of steel reinforcement, especially, at 

offshore structures.... etc. 

   Repair and strengthening of reinforced concrete beam is commonly carried out by 

“Jacketing” . Jacketing is casting new reinforced concrete shell around the damage member. 

There are several methods and materials for concrete repair [ Emmons,1993]. 

The concrete used in the jacket may be pre-replaced aggregate concrete with compressive 

strength higher than that for the old concrete. The bond strength between the new concrete 

and the old concrete can be assessed by slant shear tests [Ersoy,1993]. 

In other cases of repairing of damaged beam, additional steel is required. Full anchorage of 

the additional steel is necessary and should be located at the region of minimum flexural 

stresses. Anchorage of the additional links at the top of the beam is also necessary. However,, 

jacketing may be one of[Johnson,1965] more reliable method of strengthening than 

externally bonded plate, but, it would increase the size of  the original beam. On the other 

hand, externally bonded plate method, may be easier than jacketing method.  

    Very few research works have been done on experimental behaviour of jacketed reinforced 

concrete beams. Cheong and MacAlevey, [2000] carried static and dynamic load tests to 

failure  on 61 slant shear prisms and 13 jacketed reinforced concrete T-beams. The concrete 

used in the jacket was replaced aggregate concrete. The strength of the bond between 

preplaced aggregate concrete and plain concrete was assessed by slant shear tests and a 

Mohr-coulomb type failure envelope was derived. Static failure of the beam specimens was 

related to this failure envelope. Test results showed the importance of adequate 

reinforcement detailing on the beam strength (i.e. that full anchorage of the additional steel at 

simple supports and points of counter flexure and anchorage of the additional links at the top 

of the beam was necessary).However, they concluded that good reinforcement detailing in 

beams was fully contributing to the strength of the jacketed beams. Furthermore, moderate 

dynamic loading of jacketed beam does not seem to result in significant reduction in the load 

capacity. 

   Cracks can form in reinforced concrete members due to several  reasons .Errors in design 

and detailing that may result in unacceptable cracking include use of poorly detailed corners 

in walls, precast members and slabs. The use of an inadequate amount of reinforcing may 

result in excessive cracking. 

    Generally, deterioration of concrete structures is mainly due to formation of cracks as 

aresult of many reasons. Inadequate detailing of reinforcement, expansion, and construction 

joints, creep and shrinkage and unexpected loads may cause cracks in concrete. 

    Crack width increases with increasing steel stress, cover thickness, and area of concrete 

surrounding each reinforcing bar. The width of a bottom crack increases with an increasing 

strain gradient between the steel and the tension face of the beam.However, jacketing method 

of repair for T-beam is adopted in this study ,since, it can provide new reliable hollow sectins 

around the existing damage member. The research work is aimed to investigate the following 

objectives: 

-To restore the capacity  of partially and totally failed reinforced concrete T-beams by 

flexural. 
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-To increase the flexural capacity of existing reinforced concrete T-beam 

-To investigate the behaviour of T-beam repaired by jacketing using ordinary reinforced 

concrete .  

The main variables considered in this research are the effect of working loads before 

strengthening on the behaviour and strength of  reinforced concrete beams after repair. 

 

 

EXPERIMENTAL INVESTIGATION 

 

The test program reported in this study is intended to investigate the possibility of restoring 

the capacity of reinforced concrete T-beam which was failed by flexure. Four reinforced 

concrete T-beams were subjected to two point load which was increased up to certain level of  

failure load. The behavior and strength of repaired T-beam under two point loads were 

observed at all stages of loading. The method of repair used here was the reinforced concrete  

jacketing. Jacketing is generally used where there is no limitation for the increase in the size 

of the member.  

The main variables considered in the test beams are the effect of cracking condition caused 

by applied loads (preloading) on their strength after repairing or strengthening. The 

preloading is defined here to be the ratio of applied load on the member before repair to its 

own ultimate load. It is well known that the applied load is variable during the useful life of 

the member. It could be less or more than the maximum service load.  

Therefore, it may causes instantaneous deformation or long term deformation in addition to 

invisible cracks. The intensity of the deformation and cracks depend mainly on the amount 

and the period of application of the applied load. Test programme involves four beams given 

in Table 1. 

 

 

                                                          Table (1) Test Beams 

 

 

 Beam 

              Stage-One   

     Loading condition 

 

         Stage-Two  

   Test after jacketing                                           

Applied load 

as % of 

ultimate load 

(λ)  

Cracking 

condition  

Repairing 

details 

Applied 

load 

 
B0 0 No cracks    Fig.1  

up to 

failure 

 B60 60 
Flexural 

cracks 
   Fig. 1 “ 

 B77 77 
Flexural 

cracks 
   Fig.1  “ 

 B100 100 
Flexural 

failure 
   Fig.1  “ 
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Test beams 

 

Series BO beams  is designed to investigate the effect of preloading (=0 %, 60%, 77% and 

100%) on the strength and behaviour of beams B0, B60, B77, B100 ) after repair .Beam 

B100 is loaded first to failure ,then repaired by jacketing method (see Figure (1)) and  tested 

again up to failure. This beam was designed to study the possibility of restoring  the flexural 

capacity by using jacketing method. Beam B0 was not loaded at first stage and therefore has 

no cracks whereas the other (B60,B77) were loaded at first stage up to 60% and 77% of 

failure load which produced flexural hair cracks at first stage.All beams have same flexural 

capacity. Then, all these beams were strengthening by jacketing as shown  Figure(1) and 

Figure(2). 

The main tensile reinforcement (bottom reinforcement) is kept constant (2¢12) .Minimum  

stirrups of ¢6@100mm cc was used in the original beams and same amount was used again 

at jacketing to prevent shear failure. The new stirrups added to the beams during repair are 

welded from the top by overlapping the bar’s end at a distance 4 times diameter of bars [BS, 

1990]. The original beams (B60,B77,B100) were loaded first up to the degree of loading λ 

mentioned above (60%,77%,100%), then, they were  repaired as shown  in Figure(1) and 

(2).Then, all beams retested again up to failure. 

 

Strengthening of beams by jacketing 

 

 Remove all the concrete which has been cracked or crushed at compression zone and else  

 where due to failure of beams (B100) 

 Remove the concrete covers of the sides and bottom reinforcement for beams (B0, B60, 

 B77), which are prepared for strengthening. 

 Clean concrete surface by washing with water for all beams. 

 Fix the new main steel reinforcement for beam (B0, B60, B77, B100) as shwn in Figure 

(1) 

 and (2). 

 Prepare concrete mix in same quantities of materials used for the original beams. 

 Before casting the new concrete, all concrete surface should be covered with 1:1 water :  

 cement liquid. 

 Concrete was compacted by using damping rod and vibrators. 

 Beams were cured again for 28 day before testing. 



A. S. AL-KUAITY                                                                             Strengthening  of cracked reinforced 

                                                                                                              concrete t-beam by jacketing 

 

 5758 

  

 

 

 

         

 

 

 

 

 

 

 

 

 

 

 

                    

 

 

 

 

 

 

 

                         

 

                             Figure ( 1 ) Typical jacketing of test beams 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                             

                        Figure (2 ) Preparing of beams B60 B77 B100 for jacketing 
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Concrete 

 

 In this research the mix proportion of concrete used was 1 : 2 : 4 by weight ( cement : sand : 

coarse aggregate) with 0.55 w/c ratio.This mix was aimed to obtain about 30N/mm2  cube 

compressive strength at age 28-days. 

The concrete mix used for repairing  was same as that used for beams except the w/c ratio 

was reduced to 0.5 to get the target compressive strength of about 35 N/mm2 at age 28-days. 

The concrete mix was found to be workable with slump of about 70mm which suitable for 

casting and repairing of test specimens. 

 

Steel reinforcement 

 

The steel reinforcement used are 6mm, 10mm, 12mm, and 16mm dia. deformed bars which 

are free from harmful defects, seams, porosity, segregation, non-metallic inclusions.  

In this research the samples of steel bars are tested in tension according to BS4449:1988 .The 

test results are given in Table (2). All samples tested are satisfying the BS4449:1988 

standards. 

All stirrups used for beams before repair are 6mm diameter. Same diameter are used for 

beams after repair which are welded by E43 electrode according to BS5950 part 1:1990. The 

overlap is about 50mm. Tensile tests were carried on this type of welding. Results have 

shown that the strength of weld is greater than the strength of the original reinforcement.  

The yield stress and ultimate stress of  bars tested are summarised in Table (2). 

 

 

                                      Table (2) tensile strength of bars reinforcement 

 

Bar dia. (mm) 6 10 12 

Yield stress 

(N/mm2) 
255 287 361 

Ultimat stress 

(N/mm2) 
368 431 595 

 

 

Test procedure 

 

The test procedure was carried out as follows:- 

 The sample was put under the test instrument type FM 2750 machine Nr. 613 wolpert  

 ch-8232 Merishausen where the hydraulic jack is used to exert load on the specimen  

 (See Figure (3). 

 The load capacity of the testing machine used is 30 tons and its sensitivity is 0.1 KN 

 The specimen was put on supported roller to be simply supported. 

 A steel beam with a dimension of 1000 x 240 x 120 mm was used to transfer the single 

load from the testing machine to two points loads on the tests specimen. The said steel beam 

would change the concentrated loads in to two equal loads. 

 The initial readings were taken before loading, for all deflection points and concrete strain 

gauges. 
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The loading was exerted on the specimen at increment which was 4 KN. until the appearance 

of the first cracking load. All cracks were marked on the concrete surfaces of the specimen 

during all loading stages. The deflection and concrete strain gauge readings were taken at 

each stage of the loading until the concrete failure occurs. 

 

                              Figure ( 3  ) Typical instrumentation of test  beams 

                                            

                   

 

TEST RESULTS  

The behaviour of reinforced concrete beams is well established by research workers but it its 

behaviour after repair has not yet been fully investigated. However, one of the objective of 

this study is to investigate the behaviour of repaired beam under flexure. 

The beams must be safe and serviceable. A beam is safe if it is able to resist all forces which 

will act on it during its life time. Serviceability implies that deflections and other distortions 

under load shall be unobjectionable small. 

 

Load- deflection behaviour  

The deflections along the spans of the test beam before and after repair were measured at all 

stages of loading. The maximum centre deflections for these beams were plotted in Figure 

(4). as a function of the total applied load. All beams have shown similar behavior before and 

after repair. These curves are composed of three distinguished regions namely, pre-cracking 

stage, post cracking stage and post serviceability cracking stage. 

At pre-cracking stage, the applied loads are directly proportional to the centre deflections for 

beams before and after repair. This means that the entire concrete section is effective in 

resisting deflection, which caused by applied load. The pre-cracking segment of load 

deflection curve is, therefore, defining full elastic behaviour for all beams tested here. The 

theoretical deflections shown on the figures, are based on moment of inertia of the un 

cracked reinforced concrete section which agreed well with those obtained from test results. 

The theoretical deflections are slightly lower than those observed from tests. This may be due 

to approximate evaluation of modulus of elasticity by ACI expression: 

cc fWEC  043.05.1

 
However, the elastic behaviour of beams after repair are similar to those before repair 

irrespective to the loading condition before repair.  

Demic disc

I-section (240x120)

Steel hinge

Dial gauge

Demic disc

Steel roller

Steel support

Test T-beam
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When the load on the test beams is gradually increased beyond the first crack to the service 

load, the behaviour of beams changed slightly in to a post-cracking stage. Figure (4) showed 

that the relationship between load and deflection at post-cracking stage are approximately 

linear defining semi-elastic behaviour. 

At post-cracking service load stage, the formation of flexural  cracks in beams before repair 

reduced the flexural stiffness of the beam section  making the load-deflection curve less steep 

in this region than in the pre-cracking stage segment. Similar behaviour was observed for the 

beams after repairs.The theoretical deflections on these figuress are calculated based on the 

procedure specified by ACI code,2005, art 9-5-2-2. ACI code methods is slightly 

underestimated the deflection especially for beams before repairs.This may be due evaluation 

of cracking moment capacity Mcr in ACI-method which related to approximate value of 

modulus of rapture   

)(
t

gr

cr
y

If
M 

  
However, Fig (4) shows that the beams repaired by jacketing gave higher flexural stiffness  

than their original flexural stiffness, in spite, of the existing cracks in the original concrete. 

This means the jacketing is significantly increased the flexural stiffness and hence would 

improve the serviceability.  

When the load is further increased beyond the service load, the beams showed substantial 

loss in their stiffness because of the extensive cracking penetrating to the compression zone. 

In the region (post serviceability cracking stage), the load deflection curve tend to be flatter. 

The small increase in the applied load resulted in large amount of deflection.  

 

However, the repaired beams have shown similar or even better load deflection behaviour 

than the original beams. Jacketing method enhanced the serviceability compared to the 

original beam. On the other hand, the loading condition and crack condition of the beams 

before repairs have no significant effect on the load deflection behaviour of the beams after 

repair. Repair by jacketing resulted in reduction in the deflection under service load to about 

40% of the original deflection before repair.  The jacketing method has given the best result 

in improving the load deflection behaviour of beams. 
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                          Figure (4 )  Load-deflection curves  of beams  before and  

                                             after  jacketing  

 

Load-steel strain curves 
 

The steel strains were measured at three sections along the span (under two points load and at 

the middle sections). Mechanical strain gauge was used with 200mm gauge length, which 

measured the concrete surface strain at steel level.   

It is assumed that the concrete surface adjacent to the steel will have same strain as the steel.  

However, this is the best available technique in the laboratory. 

The load-tensile steel strain curves at mid-span were plotted for all beams before and after 

repair as shown in Figure (5). Three different stages of behaviour can be clearly 

distinguished.  

At low load, it can be seen that the steel strain is directly proportional with the applied load 

following the elastic behaviour (elastic stage). After formation the first crack, the steel strain 

is changed to be flatter than that before crack. Then it increases steadily and linearly up to the 

yielding strain. 

In the cracking region, the stresses are still proportional to strains. Further increase in the 

applied load beyond the service load resulted in a large and non-linear increase in the tensile 

strain of beams before and after repair. 

Test results show that the repair by jacketing causes a great decrease in the tensile strain of 

the original beams. This means that the reinforcement of the jacketing is significantly 

contributing in resisting the applied load besides the original reinforcement. The percentage 

of decrease is ranging between about 90% in beam B77 to about 70% in beam B100 at 

service load. 

 On the other hand, the top steel plate reduced the steel strain in beams before repairs as 

shown in Fig. (5). 
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                    Figure ( 5 )  Load-steel stain curves for beams before  

                                         and after repair by jacketing   

 

 

 

Load-Concrete Strain Behaviour 
 

Concrete compressive strains at top fibre of the mid-span section of each beam were 

measured. Compressive strains under the point loads are also measured. The compressive 

strains at the mid-span are plotted with applied load for all test beams as shown in Figure(6). 

The load compressive strain behaviours are similar to the load-tensile strain behaviour 

discussed elsewhere. Therefore, there is a consistency between the tensile and compressive 

strain under loading. This should be existing to agree with the rational theory of ultimate 

bending strength of the beam (strain distribution across any section of the beam is assumed to 

be linear). 

Reinforced jacket acted to redistribute the compressive strain between the original and new 

concrete. Therefore, the compressive strains are reduced in compression zone of repaired 

concrete compared to the original strains as shown in Figure (6). The percentage of reduction 

was observed to be between about 30% in beam B60, Fig. (5.35) to 60% in B100 Fig. (5.39). 

This behaviour is consistent with the original behaviour . All repaired beams have reached to 

the specified yield strain of concrete or slightly higher than that. The observed yield strain 

was ranging between about 0.0035 to 0.0060. The concrete strain in the original beam has 

reached to about 0.003. This indicates that the jacketing increased the ductility of concrete. 
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                     Figure ( 6 ) Load-compressive stain curves for beams 

                                        before  and  after repair by   jacketing  

 

CRACKING BEHAVIOUR  

 

The formation of cracks at every stage of loading is marked on the test beams as shown in 

Figures (7) and (8). Concrete cracks at an early stage of its loading history will crack first 

because its weak in tension. Consequently, it is necessary to study its cracking behaviour and 

control the width of the flexural cracks. Cracking contributes to the corrosion of the 

reinforcement, surface deterioration and its long-term deterioration effects. The problem of 

cracking becomes much more important in retrofitting the deteriorated beams, because, the 

existing uncontrolled cracks may reduce the load carrying capacity of the beams and will 

increase the deflections beyond the permitted limits.  

Hence, the prediction and control of cracking and crack widths are essential for reliable 

serviceability performance under long-term loading. 

As a beam is subjected to bending moment resulting from applied loads, tension stresses will 

occur in one side of neutral axis and compression stresses developed in the other side. When 

the tension stress exceeds the modulus of rapture, cracks form. If the concrete compression 

stress is less than approximately half compressive concrete strength and the steel stress has 

not yet reached the yield point, both materials continue to behave elastically or very nearly so. 

At this stage, it is assumed that tension cracks have progressed all the way to the neutral axis, 

and that sections plane before bending are plane in the bent member. 

  

Beams before repair 
  

The initial flexural cracks have first developed in all beams tested except beams B0, which 

was not loaded before repair. The typical cracking condition of B100 is shown in Figure (7). 

All beams have shown that the  first crackform at about same load, which was about 16 KN 

because these beams were identical. The flexural cracks developed at bottom fibre in the 

region of maximum bending moment (between points loads). These cracks penetrated 

upward as the load increased and new cracks spread toward the points load. Then,  the load 

was removed  when it reached to 60% of the ultimate load (B60) whereas the applied load 

continued, untill 77% of the ultimate load in beam B77 . In this beam, the flexural cracks 

penetrate deeper in the flange of the beam (compression zone) and some cracks separated 
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into two branches. Beam B100 has nearly similar cracking behaviour at this stage (77% Pu). 

Then, the loading continued for beam B100 up to failure.  

As the loaded increases above 77% of the ultimate load in beam B100, the cracks, under the 

left point load have deeply penetrated to the compression zone resulting in complete failure 

by crushing the flange under the point load resulting a complete flexural failure. 

 

Beams after repair 
 

The objective of B0 was to investigate the possibility of increasing the ultimate capacity of 

non-cracked section by jacketing method. Beams B60, B77 were tested to investigate the 

strengthening of cracked sections using jacketing method. To retrofit the failed beam by 

jacketing, B100 was investigated. The cracking behaviour of B0 after strengthening,  is 

similar to the cracking behaviour of beams B60, B77, B100 before repair. This means, the 

strengthening by jacketing would result in similar cracking behaviour to that of the original 

beams.  

Therefore, same principle of the original beam may be used to predict crack width of the 

beams strengthened by jacketing. The mode of failure of beam B0 is a pure flexural failure  

which crushed the compression zone, (top flange) between points load. So, the ultimate 

strength theory can also be used to predict the moment carrying capacity of strengthened 

beam by jacketing.  

After repairing beams B60, B77, B100 by jacketing, the cracking behaviour  were 

approximately similar to those observed before repair . A typical cracking condition of beam 

after repair is shown in Figure(8). Then, the mode of failure of beam B100 after repair Figure 

(10) was exactly in similar type and in same location as that of the original beam before 

repair Figure (9). Beams B60, B77  showed similar mode of failure after repair as in beam 

B100 but with improved ductility (large deflection before failure). This indicates that the 

behaviour of strengthened beams (B77, B60) are more ductile than the retrofitted beam 

(B100).  

                   
                                      Figure ( 7 ) Cracking of Beam B100 (before repair)                         



A. S. AL-KUAITY                                                                             Strengthening  of cracked reinforced 

                                                                                                              concrete t-beam by jacketing 

 

 5766 

                      
                                     Figure ( 8 ) Cracking of Beam B100 (after repair) 

 

  

 

FAILURE LOAD OF TEST BEAMS 
 

Experimental and theoretical failure loads are given in Table (3). Based on this table, the 

strength and the efficiency of repair are presented here.  

As mensioned elswhere,all beams have same steel reinforcement, size and concrete 

properties. They were designed to have flexural failure before repair at ultimate load of about 

38KN according to ACI method.   

Beam B0 was strengthened by reinforced jacket without any flexural cracks in the original 

concrete, (unloaded before repair). To show the efficiency of jacketing method in non-

cracked section.  

Beams B60 , B77 were loaded to 60% and 77% of the failure load obtained from test. Such 

loading produced flexural cracks with intensity related to the applied load .In fact, the higher 

the load the  more cracks will produce. Then, these beams were repaired by  reinforced jacket 

as mentioned elsewhere. After curing, the beams were tested again to gradually up to failure. 

Observations were made for surface strain and deflection during the loading. Cracks were 

also marked on concrete surfaces. Beam B100 was first loaded to flexural failure.  then, the 

crushed concrete was removed and replaced by new concrete in addition to the reinforced 

jacket. The main aim of this beam was to investigate the possibility of restoring the flexural 

strength of failed beam using reinforced jacket.  

Referring to Table (3), the use reinforced jacket with (2 12) increased the failure load of 

beam B0, B60, B77 from 64KN to about 165KN. This means the failure load after 

strengthening increased to about 150% as much as the original failure load irrespective to the 

condition of cracks before repair. Therefore, the existing flexural cracks have no significant 

effect on the flexural strength after repair.  

The high flexural strength of beams may be attributed to the confinment of cracked beam by 

new jacket with very high bond strength between the original and jacket concrete,These will  

make the beam to act as one unit. In fact, the removing of the concrete cover of these beams 

before jacketing provided a very rough surface for good bond between cracked concrete and 

new concrete. The ratio between theoretical failure load to the experimental value is about 

0.82. The theoretical procedure followed here has taken in consideration the increase in 
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effective deth after jacketing as weel as the exiting reinforcement in the original  beam. On 

the other hand, the theoretical failure load is very closed to the experimental failure load of 

the original beam (before jacketing). The ratio between the theoretical to the experimental is 

about 0.91.  

For beam B100, the jacketing was restored about 167% of the original ultimate capacity of 

the beam. The original reinforcement in this beam was useless since it was ruptured by the 

first test before jacketing. The ratio between the theoretical and the experimental failure load 

was about 0.73. this means, that the existing  reptured steel contribute in resisting applied 

load. However, the yield reinforcement may carried about 27% of the failure load in the 

second test (after jacketing).  

                          
                         Figure ( 9 ) Flexural failure mode of Beam B100 (before repair) 

 

                          
 

                                  Figure (10 ) Failure mode of Beam B100 (after repair) 
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Table (3) Ultimate experimental loads of beams repaired by jacketing 

 

Beam 

1st cracking load Failure load (Pu) 
Mode 

of 

failure 

Original beam After repair Original beam After repair 

Exp. 

 (KN) 

Theo. 

 (KN) 

Exp. 

 (KN) 

Theo. 

 (KN) 

Exp. 

 (KN) 

Theo. 

 (KN) 

Exp. 

 (KN) 

Theo. 

 (KN) 

    B0 16 18.5 20 41.6 64 62 162 135 Flexure 

   B60  16 18.30 22 33.9 64 62 164 135 Flexure 

   B77  16 18.30 20 34.2 64 62 169 135 Flexure 

  B100 18 18.50 22 41.6 64 62 107 78 Flexure 

 

EFFECT OF LOADING ON THE STRENGTH OF REPAIRED BEAM 
  

The failure loads of beams B0, B60, B77, B100 were plotted against the first load test 

)100( 
uP

P

, which corresponded to crack condition of the original beams before repair as 

shown in Figure (11).  All beams have same failure load because they are identical. The 

conditions of cracks at the original beams were marked on the  axis. 

Figure (11) shows that, the existing flexural cracks in the original beam up to load level of 

77% has no significant effect on the strength after jacketing. The strength of beams after 

jacketing is mainly affected by the amount  both the existing reinforcement and the 

reinforcement of jacketing. The reduction in the strength of beam failed in flexural before 

jacketing, (Beam B100) compared to other, (B0, B60 and B77), was mainly due to lost of 

original reinforcement by rupture during the first test. 

 

                                          
 

                          Fig. (11) Effect of loadig before repair on the strength 

                                         of beams repaired by jacketing 
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THEORETICAL FAILURE LOAD  

Based on ACI-318M-2005 the ultimate moment capacity of the beam (B0, B60, B77, B100), 

 were calculated using  the actual dimensions in Figures (1),(3) and material strengths Table 

 (2).The notations used here are same as that given in ACI Code. 

Beam before repair 

 Fcu = 35.6 N/mm2 ,  fc' = 30 N/mm2 , fsu = 595 N/mm2 , 

Main reinforcement 2 Ø 12 

As = 113X2 =226 mm2  

Effective depth = 240 - (25 + 12) = 203 mm 

As min = 0.005 x b x d 

As min = 0.005 x 150 x 203 =152.25 mm2 

                As x fy                          226 x 595 

 a =  ------------------   =      ----------------- =  13.2 mm < t  ( Sec. rectangular with b =400) 

           0.85 x ,  fc' x b               o.85 x 30 x 400 

 

)
600

600
(

85.0

yy

c

b
ff

fB






 

22

1 /30,/361,85.0 mmNfmmNfB cy 
 

037487.0)
361600

600
(

361

3085.085.0





b

 

 

bdA bs 75.0
max


 

2106.856203150037487.075.0 mm
 

As prov.< As max. O.K.      beam under reinforced. 

Mu = As fu ( d – a/2)     Ø = 1 (actual moment capacity without factor of safety) 

Mu = 226 x 595 ( 203 – 13.2/2 ) = 26409908 N.mm = 26.4 kN.m 

 Total failure load (Pu) = 2 x 26.4/.85 = 62 kN.m 

Beam with jacket B 100 

 Fcu = 35.6 N/mm2 ,  fc' = 30 N/mm2 , fsu = 595 N/mm2 , 

Main reinforcement 2 Ø 12 

As = 113X2 =226 mm2  
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Effective depth = 240 + 50 - (25 + 12) = 253 mm 

As min = 0.005 x b x d 

As min = 0.005 x 150 x 253 =189.75 mm2 

                As x fy                          226 x 595 

 a =  ------------------   =      ----------------- =  13.2 mm < t  ( Sec. rectangular with b =400) 

           0.85 x ,  fc' x b               o.85 x 30 x 400 

 

)
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b
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


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22

1 /30,/361,85.0 mmNfmmNfB cy 
 

037487.0)
361600

600
(

361

3085.085.0





b

 

 

bdA bs 75.0
max


 

2106.856203150037487.075.0 mm
 

As prov.< As max. O.K.      beam under reinforced. 

Mu = As fu ( d – a/2)     Ø = 1 (actual moment capacity without factor of safety) 

Mu = 226 x 595 ( 253 – 13.2/2 ) = 33133408 N.mm = 33.13 kN.m 

 Total failure load (Pu) = 2 x 33.13/.85 = 78 kN.m 

CONCLUSIONS 

The main factor considered here is the effect of the level of loading in percentage of ultimate 

load before repair on the strength and behaviours of the beam after repair. However, this 

investigation can not be considered to have given a complete study of problems related to 

repairing and retrofitting of T-beams but it is hoped that the present investigation show  the 

effectiveness of jacketing method in restoring the flexural strength of T-beams. The test 

results have led to make some useful contribution towards better understanding of strength 

and behaviour of reinforced concrete T-beams repaired by jacketing method. The major 

overall conclusions drawn from the test results are summarized as follows:  

 Reinforced concrete jacket has greatly increased the flexural capacity of beams cracked 

in      flexural. The flexural capacity of jacketed beams was about 2.5 times its capacity 

before jacketing. 

 Reinforced jacket was very effective in  restoring the flexural capacity of beam failing in 

flexure. The repairing by reinforced jacketing resulted in increase in the capacity of failed 

beam into  about 167% of the original strength of the beam. 

 It was observed that the effect of loading condition of the beam before repair has only 

slight influence on the flexural capacity of beam after repair by jacketing. That effect 
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becomes very significant when there is a a complete flexural failure in the beam before 

repair. 

 First flexural cracking load of beams strengthening by jacketing is increased by amount 

of 25% resulting in an improvement in workability. 

 Test results showed that the yielded reinforcement before repair contribute in increasing 

the flexural capacity of beam after jacketing by amount of 27% of the failure load.  

 Reinforced jacket increased, significantly, the flexural stiffness of the original beams 

resulting in less deflection under service load. The percentage of reduction in deflection 

was about 40%.  

 Tensile steel strain was, considerably, reduced by reinforced jacketing. The percentage of 

decrease was ranging between 70% to 90% .  

 Reinforced jacketing has led to considerable increase in concrete compressive strain at 

ultimate stage of loading in a very ductile mode of failure.  

 Reinforced concrete jacketing has greatly improved the cracking behaviour of beams 

irrespetive to cracking condition before repair. 

 Test results showed that the addition of steel reinforcement at the compression zone 

increased both the ultimate capacity (22%) and ductility.  

 A safe and reliable prediction of failure load of beams repaired by reinforced jacket can 

be obtained using stress-strain relationship of steel reinforcement. Neglecting the existing 

yield reinforcement, the average ratio of predicted failure load to that obtained from test 

beam was about 0.75.  
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ABSTRACT 

One of the most important steps in the world of printed circuit board manufacturing (PCB) is the 

copper etching process. Because of its low cost, environment aspects, and simple regeneration 

techniques, cupric chloride was chosen to be the most attractive etchant.  

Etching of copper from standard single-sided copper boards used usually for printed circuit board 

fabrication was conducted in a cell containing cupric chloride solution. Average etching rates were 

recorded as a function of time, etchant specific gravity, free acid concentration, and temperature. Air 

was injected continuously in the etching cell during the process enabling mixing and solution 

regeneration. It is found that best operating conditions to obtain maximum etching rate is at 45-55C, 

specific gravity of 1.3-1.4, and free acid concentration of 1.3-1.4 M. 

 

KEYWORDS 

Etching, chemical machining, cupric chloride, regeneration, PCB. 

 

 ةـالخلاص
وانتخب محمول (. PCB)احد العمميات المهمة في عالم صناعة الدوائر الالكترونية المطبوعة يعد منحاس الموجّه لتأكل ال ان

رخص ثمنه، وسهولة استرجاع فعاليته بعد استعماله، لنظراً الموجه  لعممية التأكل كموريد النحاس ليكون احد اهم المحاليل المسببة
 .عتبارات بيئيةلاو 

لمطباعة الالكترونية في خمية تحوي محمول عادةً تستخدم  عينات قياسية لالواح نحاس ذات وجه واحدعبر دُرس تأكل النحاس 
حُقن هواء . الحامض الحر وكثافة المحمول، وتركيزدرجة الحرارة، للمزمن، و  بالنسبةكموريد النحاس، وسُجمت معدلات التأكل لمعينات 

وجد ان افضل الظروف لتحقيق اعمى المعدلات لمتاكل تكون  .في داخل الخمية بهدف مزج المحمول واسترجاع فعاليتهبشكل مستمر 
 .مولاري 3.5-3.1 الحامض الحر بحدود ، وتركيز3.5-3.1ثافة نوعية بحدود م، وك44-54بدرجة حرارة 

 

INTRODUCTION  

Etching can be defined as a machining technique, in which, controlled corrosion process was 

applied on selected areas of the metal part. This is usually occurring in the presence of a corrosive 
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media, called etchant. The process was used by ancient Egyptians to make copper jewelries when they 

etched copper with citric acid around 2500 BC. Etching, nowadays, is extensively used to manufacture 

geometry complex and precision parts for electronic, aerospace, automotive, medical, decorative, and 

microcomponent production industries (O. Cakir et al, 2007; O. Cakir, 2007). 

One of the most important steps in the world of printed circuit boards fabrication is the copper 

etching step from circuit boards. Circuit boards are usually fabricated from glass fiber reinforced epoxy 

 

 

China 33.1%

Hong Kong 0.3%

India 0.7%

Japan 22.4%

Korea 10.8%

Taiw an 13.4%

Other Asia 4.7%

Europe 7.0%

North America 

7.7%

 
Fig.1 World PCB production (WECC reports) Fig. 2 Countries sharing PCB production 

for the year 2008 (WECC report) 

 

with copper layers of 25 to 50 m thick (Xingsheng Liu, 2001). There are three basic varieties of 

printed circuit boards: single-sided, double-sided, and multi-layered. The spatial and density 

requirement and circuitry complexity determine the type of board produced. Fig. 1 Show the world 

PCB production estimates from 2005 till 2008, and Fig. 2 show the major countries that share the 

production for the year 2008 (WECC – World Electronic Circuits Council, 2009). 

Copper was commonly etched with alkaline ammonia and cupric chloride (continuous operation). 

Less common etchants include peroxide-sulfuric acid, persulfates, and ferric chloride (batch operation). 

The selection of etchant has been limited by economic, operational, and environmental concerns (Clyde 

F. Coombs, Jr, 2008). For single-sided boards, cupric chloride is the most suitable etchant even for 

large scale production lines (O. Cakir, 2006). It offers some distinct advantages like: simple 

regeneration of spent solution, no waste disposal problems, low cost, simple process control, and no 

sludging problem (Stephen D. Kasten, 1983).  

 

Chemistry of Copper Etching with Cupric Chloride and the Regeneration Process 

Cupric chloride is a yellow-brown solid with the formula CuCl2 in its dehydrated state. It is sold 

usually in its hydrated state (CuCl2.2H2O) with a blue-green color as it absorbs moisture from the 

ambient. Cupric chloride reacts with copper to form cuprous chloride: 

  

Cu + CuCl2 → 2CuCl (1) 

 

As the reaction proceeds, cupric ions will deplete and the reaction goes to slowdown (i.e. etching 

rate decreased). To obtain a constant etching rate and makes copper continue to dissolve from the metal 

surface, cuprous chloride should be returned back or regenerated to cupric chloride again. This can be 

accomplished by providing an oxidizing agent that oxidizes cuprous ions Cu
+1

 to cupric ions Cu
+2

. 

Many oxidizing agents can be used for this purpose, commonly used includes chlorine or air, sodium 
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chlorate (NaClO3), or hydrogen peroxide (H2O2). Regeneration process by oxygen was done 

chemically according to the reaction: 

 

2Cu
+
 + O + 2H

+
 → 2Cu

++
 + H2O (2) 

 

Reaction (2) consumes hydrogen ion, so that, hydrogen ions should by supplied to the reaction. 

Addition of hydrochloric acid (HCl) in excess amount to the reaction vessel was suggested to be a good 

source for H
+
 ions and chloride balance was maintained. Also, it removes any traces of copper oxide 

from the surface of copper metal being etched (Chemcut Corp., 2002). It is clear that the original 

solution volume grows up during the regeneration process in this way. To overcome this problem, one 

should remove a portion of the etchant from time to time to keep a fixed reaction volume (P. 

Adaikkalam et al, 2002). The overall reaction of the regeneration process is: 

 

2HCl + 2CuCl + O → 2CuCl2 + H2O (3) 

 

In this study, copper from single-sided boards was etched with cupric chloride and the effected 

parameters on the average etching rate were studied. Regeneration of the solution was done by 

continuous injection of air to the etching cell. 

 

EXPERIMENTAL WORK 

The Etching Cell 

Etching of copper from single-sided boards 

with cupric chloride solution was accomplished 

in a cell designed to meet the necessary 

requirements needed to study the parameters 

affecting etching process.  

The cell shown in Fig. 3 was made from a 

glass material with dimensions of 27 cm height  

19 cm width  3.5 cm depth, filled with 1 liter of 

cupric chloride etchant during each run. It holds 

an electrical heater used to maintain the solution 

at the desired temperature fixed by a contact 

thermometer within ±0.5C. At the bottom of the 

cell, an air distributor was installed enabling air 

bubbles to spread along the cell. The air was 

injected to the cell at a fixed flow rate of 0.5 

liter/min. This flow rate was selected to be the 

maximum flow rate allowable to prevent the 

solution from spilling out of the cell. Air function 

as a source of oxygen required to regenerate the 

etchant and as an agitator. 

Average etching rate was recorded as a 

function of etching time, etchant density, free acid 

concentration, and temperature. Etching was 

monitored by visual inspection of a 2 x 4 cm 

circuit board sample hanged at the center of the 

Air  

Heater 

Air distributor 

Rotameter  

PCB specimen 

Contact 

thermometer 

Glass cell 

Light source 

behind the cell 

Fig. 3 Etching cell 

Copper being removed 

from this area 

Copper under etching 

Fig. 4 Typical circuit board sample under 

etching 
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cell below the etchant surface level by about 4 cm. Samples are cleaned and polished well to obtain a 

scratch-free surface before dipping into the etching solution. Because the etchant become darker as its 

density increases, light source was installed behind the cell enabling best view of sample etching details 

instead of sample monitoring outside the cell from time to time. 

The term 'average etching rate' was used in this study because etching of the sample is not uniform. 

In other word not all the copper removed evenly from the sample sheet at the same time as shown in Fig. 

4. Instead, pits start to appear (white area) and spread in all directions until the copper (black area) was 

removed completely. At this point, time was recorded and etching rate was calculated from the equation: 

TimeEtching Total

ThicknessCopper
RateEtchingAverage   (4) 

Solution specific gravity was adjusted between each run after etchant was completely regenerated 

to its original state by a hydrometer. Leaving the solution about half-hour under air bubbling was 

considered to be sufficient time to return back the solution nearly to its initial state. 

Free acid concentration was measured and adjusted using 37% hydrochloric acid of 1.19 specific 

gravity. Measurement of the free acid concentration was done by titration with NaOH solution. The 

amount of acid required to adjust the etchant can be calculated from: 

  

)(

)(

ac

bax
y




  (5) 

 

where y is the volume of acid required to adjust the etchant to the acid concentration required 

concentration a, x is the etchant volume (i.e. 1000 ml), b is the measured acid concentration by 

titration, and c is the concentration of the hydrochloric acid being added.  

Note that the addition of HCl should be the last step in solution adjustment process because small 

amount of HCl is needed usually to bring the solution up to the desired acid concentration without 

changing the specific gravity of the solution appreciatory. 

 

RESULTS AND DISCUSSION 

Effect of Etching Temperature 

In general, increasing the temperature tends to increase the etching rate as shown in Figs. 5-9. It is 

desired usually to select a temperature range which should give a relatively acceptable etching rate for 

practical purposes. Temperatures below 40C takes long etching times (i.e. low etching rate) with low 

HCl fumes and above 55C, etching rate increases many times but causes too much HCl fumes to start 

also. Under air regenerated cupric chloride etchant, it is observed that temperature range between 45C 

and 55C is the suitable working range depending on the air flow rate because oxygen solubility 

decreases with increasing temperature (i.e. to work at elevated temperature range to obtain higher 

etching rates, one should distribute much more bubbles - in the maximum allowable flow - to maximize 

the rate of solubility of oxygen to the maximum one). 
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Effect of Etchant Specific Gravity 

As copper continue to dissolve and water 

evaporates, specific gravity of the etchant will 

increase also and the etchant become a dense solution. 

At some point, this will cause average etching rate to 

slow down because the movement of cuprous ions 

away from the copper surface become more difficult 

and may initiates sludges to be formed.   

Figs. 10-14 shows the effect of etchant specific 

gravity change on average etching rate at different 

temperatures. It is clear that maximum and nearly 

constant etching rate occurs between specific 

gravity of 1.3 and 1.4 as it does not change 

significantly within this range. Average etching rate 

decreased below specific gravity of 1.3 and above 
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Fig. 9 Average etching rate versus etchant 

temp. at different free acid conc. and 1.5 sp.gr. 
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1.4. So that, it is desired to control the specific gravity within this range.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Effect of Etchant Free Acid Concentration 

From the previous figures (Figs. 5-14), it is 

clear that increasing the free acid concentration in 

the solution is proportional with the average etching 

rate. Low etching rate were observed at 1 M HCl 

with low fuming in all temperature range studied, at 

2 and 3M HCl, higher etching rates were obtained 

but the rate of fuming increases also especially at 

elevated temperatures when 3 M HCl were used. So 

that, the selection of HCl concentration should be 

contributed with the working temperature and the 

allowable limit of fuming. The best operating free 

HCl level was suggested to be between 2 and 3 M 

HCl. 
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Fig. 11 Etchant specific gravity versus average 

etching rate at different free acid conc. and 40C 
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etching rate at different free acid conc. and 45C 
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CONCLUSIONS 

 Single-sided circuit boards can be etched with different etchants but cupric chloride is the most 

suitable one even for large production lines.  

 Cupric chloride can be regenerated using many oxidants even oxygen from air and the 

parameters affecting etching rates should be contributed together in order to maximize the 

etching rate. 

 It is found that controlling temperature within the range of 45-55C, etchant specific gravity of 

1.3-1.4, and free acid concentration of 1.3-1.4 M would provide the best etching results. 

 

NOMENCLATURE 

a Free acid required concentration, M 

b Measured free acid concentration, M 

c Acid concentration being added, M 

x Etchant total volume, ml 

y Etchant volume required to adjust the etchant to the desired level, ml 
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ABSTRACT 

       Orthogonal multicode direct sequence code division multiple access (DS-CDMA) has the 

flexibility in offering high data rate services. However, in a frequency-selective fading channel, the 

bit error rate (BER) performance is severely degraded since the orthogonality among spreading 

codes is partially lost. In this paper, frequency-domain equalization (FDE) and space antenna 

diversity combining are applied to orthogonal multicode DS-CDMA in order to restore the code 

orthogonality and improve the BER performance of the system. Two methods of FDE are 

considered, the first method based on fast Fourier transform (FFT), while the second method based 

on circulant matrices. Moreover, a channel interleaving method, called chip interleaving is used to 

improve the performance of multicode DS-CDMA system. 

  

 

KEYWORDS: Multicode Ds-Cdma, Frequency Domain Equalization. 

 الخلاصة:

 ( ٌؼطً يشوَت فDS-CDMAً)ة انًباشش تتتابؼًى انشفشاث يتؼذد انًذاخم ري انٍنُظاو تمس ةتؼذد انشفشاث انًتؼايذ       

ء انُظاو سٍمم بشذة ورنك لاٌ انتؼايذ بٍٍ ا. يغ رنك فً لُاة انخفىث انتشددٌت الاختٍاسٌت فاٌ ادتبٍاَاث بسشػت ػانٍانخذياث َمم 

-DS( يغ تُىع انهىائٍاث انًكاٍَت ستطبك ػهى َظاو )FDEيجال انتشدد ) يؼادنت ٬بحثان اُشش سٍفمذ جزئٍا. فً هزشفشاث ان

CDMAيؼادنتؼايذة ورنك لاستؼادة انتؼايذ بٍٍ انشفشاث وبانتانً تحسٍٍ اداء انُظاو. طشٌمٍتٍٍ يٍ طشق ( يتؼذد انشفشاث انًت 

تؼتًذ ػهى  ت( بًٍُا انطشٌمت انثاFFTٍَانطشٌمت الاونى تؼتًذ ػهى تحىٌم فىسٌش انسشٌغ ) ٬يجال انتشدد ستؼتًذ فً هزا انبحث

ستخذاو طشٌمت نبؼثشة انمُاة تذػى بؼثشة انششٌحت ا سٍتى انى رنك افتبالاض( . circulant matricesطشٌمت تذوٌش انًصفىفاث )

(Chip Interleaving نتحسٍٍ اداء َظاو )(DS-CDMA) يتؼذد انشفشاث انًتؼايذة. 
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INTRODUCTION 

       In direct sequence code division multiple access (DS-CDMA), one way to achieve high speed 

data transmission is to use orthogonal multicode multiplexing. However, frequency selective 

multipath fading encountered in a broadband wireless communication system severely degrades the 

bit error rate (BER) performance of multicode DS-CDMA, (T. Itagaki etal, 2004(. An effective way 

to improve the BER performance is to apply frequency-domain equalization (FDE) to multicode 

DS-CDMA signal reception, (F. Adachi etal, 2003). 

       Frequency domain equalization (FDE) is an effective technique for improving the single carrier 

(SC) transmission performance in a frequency selective fading channel, (D. Falconer etal, 2002). 

Minimum mean square error (MMSE)-FDE based on fast Fourier transform (FFT) was applied to 

multicode DS-CDMA to obtain a good BER performance similar to that of multi carrier code 

division multiple access (MC-CDMA), (F. Adachi etal, 2003 and F. Adachi etal, 2005). The 

distinctive point of this technique is the use of Cyclic Prefix (CP), in order to prevent degradation of 

transmission characteristics caused by multipath interference, which become more apparent during 

broadband transmission. CP copies multiple data symbols at the end of a frame to the head part of a 

frame. Moreover, the equalization is performed on a block of data at a time and the operations on 

this block involve fast Fourier transform (FFT), (D. Falconer etal, 2002). 

       Space antenna diversity technique can be used to improve the system performance in a fading 

channel. Instead of transmitting and receiving the desired signal through one channel, several 

copies of the desired signal are obtained through different channels, (H. Hourani, 2004-2005).  

       Chip interleaving is a form of channel interleaver that exploits the spreading process in DS-

CDMA and thus improves the BER performance in a frequency selective fading channel. Chip 

interleaver scrambles the chips and transforms the transmission channel into highly time selective 

or highly memoryless channel, (D. Garg etal, 2002 and D. Garg etal, 2005).  

       In this paper, two additional FDE techniques are used; maximum ratio combining (MRC-FDE) 

and zero forcing (ZF-FDE). Moreover, MMSE-FDE (based on FFT) which was applied in (F. 

Adachi etal, 2003), will be used too. All the above FDE techniques are applied to multicode DS-

CDMA with their performance are compared by simulation. 

       Finally, two methods of FDE techniques based on FFT and circulant matrices are illustrated. 

Since FDE based on FFT consumes less time compared with circulant matrices method, it will be 

used in this work.   

       Remainder of this paper is organized as follows. Section 2, presents the transmission system 

model for a multicode DS-CDMA using FDE and antenna diversity combining. MMSE-FDE, 

MRC-FDE and ZF-FDE based on FFT and circulant matrices methods are presented. Moreover, 

chip interleaver is presented in this section. In section 3, the BER performance of the system in 3-

paths frequency selective Rayleigh fading channel is evaluated by computer simulation. Finally, 

section 4, offers some conclusions. 
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- MULTICODE DS-CDMA WITH FDE AND ANTENNA DIVERSITY 

Transmission System Model 

       Transmission system model for multicode DS-CDMA using FDE and antenna diversity 

combining is illustrated in Fig.(1). At the transmitter, the data modulated symbol sequence is serial-

to-parallel (S/P) converted into U parallel data streams {di(t); i=0~U-1} which are then spread using 

U orthogonal spreading sequences {ci(t); i=0~U-1} having a spreading factor of SF. The Resultant 

U chip sequences are summed to form the orthogonal multicode DS-CDMA signal, which then 

divided into blocks of Nc chips each and then, the last Ng chips of each block is copied as a cyclic 

prefix and inserted into the guard interval (GI) at the beginning of each block to form a frame of 

(Nc+Ng) chips. Figure (2) illustrates the frame structure, (T. Itagaki etal, 2004 and K. Takeda etal, 

2004). 

       The GI-inserted chip sequence is transmitted over a frequency-selective fading channel and is 

received by Nr diversity antennas at the receiver. After the removal of GI, the received chip 

sequence on each antenna is decomposed by Nc-point FFT into Nc subcarrier components. Then, 

joint FDE and antenna diversity combining is carried out. Finally, inverse FFT (IFFT) is applied to 

obtain the equalized and diversity combined time-domain chip sequence for multicode despreading 

and parallel-to-serial (P/S) converted for data demodulation , (T. Itagaki etal, 2004 and K. Takeda 

etal, 2004). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. (1) Transmission system model for multicode DS-CDMA with Joint 

FDE and antenna diversity combining. 
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Fig.(2)  Frame structure. 

 

Received Signal 

       The propagation channel is assumed to be a frequency-selective fading channel having L 

discrete paths, each subjected to independent fading, where the time delay of the lth path (l = 0 ~ L-

1) is assumed to be τl. The chip sequence {rm(t);  m=0~Nr-1,  t= -Ng~Nc-1} received on the mth 

antenna can be represented as (T. Itagaki etal, 2004 and K. Takeda etal, 2004): 

                            rm(t) =  




1

0

L

l

hm,l s(t- τl) + nm(t),                                                                     (1) 

where, hm,l is the complex path gain of the lth path experienced at the m-th antenna and , s(t) is the 

transmitted chip sequence (t =  −Ng ~ Nc -1), and nm(t)  is the additive white Gaussian noise  

(AWGN). 

       After removal of GI from the received chip sequence {rm(t)}, Nc-point FFT is applied to 

decompose {rm(t); t = 0 ~ Nc-1} into Nc subcarrier components {Rm(k); k=0~ Nc-1}. The kth 

subcarrier component Rm(k) can be written as (T. Itagaki etal, 2004 and K. Takeda etal, 2004): 

                                     Rm(k) =  Hm(k)S(k) + nm(k),                                                                          (2) 

Where, S(k), Hm(k) and nm(k) are the kth subcarrier components of the transmitted Nc-chip signal 

sequence {s(t);  t=0 ~ Nc-1}, the channel gain and noise component due to the AWGN, respectively. 

They are given by (T. Itagaki etal, 2004 and K. Takeda etal, 2004): 

                  S(k)  =  




1cN

ot

s(t) exp(-j2πk
cN

t
) 

                 Hm(k)  =  




1L

ol

hm,l exp(-j2πk
c

l

N


),                                                                                     (3)                                                

                 nm(k)  =  




1cN

ot

nm(t) exp(-j2πk
cN

t
) 
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Then, joint one-tap FDE and antenna diversity combining is carried out to obtain (T. Itagaki etal, 

2004 and K. Takeda etal, 2004): 

         m (k) = 




1

0

rN

m

 Rm(k) Wm(k),                                                                                                 (4) 

where Wm(k) is the equalization weight. MMSE equalization, MRC equalization and ZF 

equalization are used in this work.  

       Two methods of FDE are considered in this work to calculate the equalization weight; the first 

method is based on FFT (T. Itagaki etal, 2004 and K. Takeda etal, 2004), while the second method 

is based on circulant matrices (Y. YANG, 2003). 

 

2.2.1 FDE Based on FFT 

       FDE based on FFT is much faster than FDE based on circulant matrices. The frequency domain 

MMSE equalization weight Wm(k) for kth subcarrier is given by, (F. Adachi etal, 2003): 

            

 

 

where, (Es /No) is the average received signal energy per symbol to-single-sided power spectrum 

density of AWGN process ratio and * denotes complex conjugation. 

       In this work, the below two FDE methods, (T. Itagaki etal, 2004 and K. Takeda etal, 2004) are 

used in addition to MMSE-FDE, (F. Adachi etal, 2003). 
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FDE Based on Circulant Matrices 

       Let h = [ h(0), h(1), …..h(L-1) ]   is the equivalent discrete time channel impulse response 

(CIR). The  N × N  channel matrix  H  is circulant with its  (k,l)th  entry given by  h((k-l) mod N); or 

looks like (Y. YANG, 2003): 

  

                                         h(0)         0     ····         h(L-1)   ····   h(1) 

                                                  h(1)        h(0)     ····       0     

                                                 h(1)                                   h(L-1)                                                   

                                  h(L-1)                           h(0)              0                                        

                                                                h(L-1)  

 

                                                   0     ····    ····                h(L-2)   ····    h(0) 

    

    Since H is a circulant matrix, it can be expressed in term of its eigenvalues and associated 

eigenvectors, i.e., eigen-decomposition, as follows (Y. YANG, 2003): 

                                                            H = F H

N  Λ FN                                                                                 (8) 

where, FN  is the orthonormal discrete Fourier transform (DFT) matrix whose (k,l)th entry is given 

by   Fk,l = N
 -1/2

 exp(-j2πkl/N), where  0≤ k,l ≤ N-1; and  Λ is a diagonal matrix with its (k,k) element 

equal to the kth DFT coefficient of the channel impulse response, i.e., Λk,k  =




1

0

N

n

h(n) exp(-j2πnk/N). 

It is also noteworthy that the  N × N  matrix  FN  is unitary,  i.e.,  F 1

N = F H

N . Here, the superscript H 

denotes complex conjugate transpose. The diagonal of Λ contains uniformly sampled samples of 

channel frequency response (Y. YANG, 2003). 

       After discarding CP at the receiver, the received time domain block is transformed to frequency 

domain by means of  N-point  DFT operations. Then, based on the eigen-decomposition property of 

circulant matrix H, the input-output relationship can be described as (Y. YANG, 2003): 

                          R (i)= FN  r(i) = FN  F H

N Λ FN  s(i) + FN  n(i) 

                                                = Λ S(k) + n(k)                                                                                  (9) 

where, s(i), and n(i) are the ith transmitted block and corresponding noise vector, both of them of 

size N.  

 

 

 

 H = 
7)) 
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       The coefficients of FDE based on circulant matrices are given by (Y. YANG, 2003): 

 

 

 

 

 

 

where, SNR is a signal-to-noise ratio. 

Chip Interleaver 

       Chip interleaver is a channel interleaving method used for DS-CDMA mobile radio. Chip 

interleaver scrambles the chips associated with a data symbols so that the channel gains experienced 

by neighboring chips are highly uncorrelated. By doing so, the resultant transmission channel can 

be transformed into highly time-selective or highly memoryless channel, (D. Garg etal, 2002 and D. 

Garg etal, 2005).   

       The proposed chip interleaver interleaves the chip sequence obtained after spreading. Figure (3) 

illustrates the chip interleaver structure, (D. Garg etal, 2002). It is a block interleaver with columns 

equal to the number of chips to be transmitted (Nc) and rows equal to NR. The chip sequence to be 

transmitted is written column-wise and read row-wise. At the receiver, the received chip sequence 

is written and read in an opposite manner in the chip de-interleaver before despreading. The number 

of rows in chip interleaver is chosen to be larger than SF, which is given by, (D. Garg etal, 2005): 

                                                              NR = 
cN

aSF *
                                                                     (11) 

where, NR  is the number of rows in chip interleaver and  a  is the number of data in each substream. 

 

 

 

 

 

 

 

W (k) =  

       

Λ
H
 (Λ Λ

H
 + 

SNR

1
 IN )

-1 
,  MMSE-FDE 

 
   ΛH

,  MRC-FDE 

   


1
,  ZF-FDE 

  (10) 

Fig.(3) Chip Interleaver Structure.      



M.G.Zia                                                                     Frequency Domain Equalization Techniques For Multicode 

 S.A. Dawood                                                             Ds-Cdma In Frequency Selective Rayleigh Fading Channel 

 

 - 3555 - 

- COMPUTER SIMULATION 

       The parameters that have been used in simulation are listed in Table (1). This system is 

software implemented with MATLAB 7.0 technical programming language. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

BER Performance Comparison of Multicode DS-CDMA with MMSE-FDE Based on FFT and 

Circulant Matrices Methods:  

       Figure (4) shows the BER performance versus SNR of multicode DS-CDMA system with 

MMSE-FDE using FFT method and circulant matrices method, in three paths Rayleigh fading 

channel, for SF=4 and 16. It can be seen that the FFT method gives better BER performance than 

circulant matrices method. Moreover, FDE based on FFT is much faster than FDE based on 

circulant matrices. 

 

 

 

 

Parameter Value 

Data rate 3MHz 

No. of transmitted bits 100000 

Modulation type QPSK 

Spreading code type Walsh code 

Spreading Factor SF=4, 8, 16, 32 

No. of parallel codes U=4 

No. of FFT points Nc =256 

Cyclic prefix interval Ng=32 (chips) 

fading channel 

model 

Rayleigh fading channel 

(Jakes model) 

Doppler Frequency fd=10 Hz 

No. of channel paths L=3 

No. of receiver antennas Nr=1, 2, 4 

Frequency-Domain 

Equalization Types 

MMSE-FDE, MRC-FDE,  

ZF-FDE 

SNR (0,2,…,22) dB 

Table 1 Simulation Parameters. 
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Fig.(4) BER performance of multicode DS-CDMA with MMSE-FDE based on FFT and Circulant 

Matrices methods in 3-paths Rayleigh fading channel. 

 

 

       Since FDE based on FFT method achieves better BER performance. Hence, in the following 

results, only this method is used. 

 

BER Performance Comparison of Multicode DS-CDMA with MMSE-FDE, MRC-FDE and 

ZF-FDE Techniques: 

       The BER performances versus SNR of multicode DS-CDMA system using different values of 

spreading factor (SF), with joint MMSE-FDE, MRC-FDE, and ZF-FDE in three paths Rayleigh 

fading channel are illustrated in Figs.5(a), 5(b), and 5(c), respectively. 

       The BER performance is improved when SF is increased for all types of FDE. The MMSE 

equalization always achieves better BER performance as compared to MRC and ZF equalization. 

The MRC equalization achieves poor performance (BER floor) for SF=4, due to the larger ICI 

(intercode interference) produced by the enhanced frequency-selectivity, but when SF=8, 16, and 

32, the MRC equalization achieves almost the same BER performance as MMSE equalization since 

the ICI can be sufficiently suppressed during the despreading process. The ZF equalization achieves 

good performance at high SF and at high SNR values only, because the ZF equalization leads to 

noise enhancement. 
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Error Rate Performance of Multicode DS-CDMA with FDE and Fading Rate as a Parameter: 

       Figure (6) illustrates the BER performance versus SNR of multicode DS-CDMA system in 3- 

paths Rayleigh fading channel using SF=16, and fading rate (fd*Tblk) as parameter, where fd=10 Hz 

and 200 Hz. Tblk= ((Nc+Ng)*Tc), here Tc is chip duration. Joint MMSE-FDE, MRC-FDE, and ZF-

FDE are used. 

       In this work, block fading is assumed, where the path gains stay constant over one frame 

duration. For SF=16 and fd*Tblk=4.8e-4, the BER performance is better than fd*Tblk=9.6e-3, because 

as fd is increased (fast fading), the path gains of the channel do not stay constant during one frame 

(a) Multicode DS-CDMA with MMSE-FDE (b) Multicode DS-CDMA with MRC-FDE 

(c) Multicode DS-CDMA with ZF-FDE 

Fig.(5) BER performances of multicode DS-CDMA using MMSE-FDE, MRC-FDE                            

and ZF-FDE techniques.  
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duration. The MMSE equalization still achieves better BER performance as compared with MRC 

and ZF equalizations. 

 

 

 

 

 

 

 

 

Fig.(6) BER performance of multicode DS-CDMA with frequency domain equalizers and fading 

rate as a parameter (fd=10 & 200 Hz). 

 

       Since the MMSE equalization always achieves better BER performance. Hence, in the 

following results, only MMSE equalization is used. 

The Effect of Chip Interleaver on the Performance of Multicode DS-CDMA with MMSE-

FDE: 

       Figure (7) shows the BER performance versus SNR of multicode DS-CDMA system using chip 

interleaver with MMSE-FDE in three paths Rayleigh fading channel, for SF=4 and 8. With chip 

interleaving, the BER performance improves as SF increases, when SF=4 (8), about 1dB (2dB) 

improvement is seen in the SNR required for a BER=10
-3

. 

 

 

 

 

 

 

 

 

 

Fig.(7) BER performance of multicode DS-CDMA with MMSE-FDE and chip interleaving 

 in 3-paths Rayleigh fading channel.  
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- Error Rate Performance of Multicode DS-CDMA with MMSE-FDE and Space Antenna 

Diversity: 

        Figure (8) shows the BER performance versus SNR of multicode DS-CDMA system with 

MMSE-FDE and space antenna diversity (Nr=1,2, and 4) in three paths Rayleigh fading channel for 

SF=4.  

       It can be clearly seen that the use of antenna diversity combining is always beneficial, where as 

the number of branches (Nr) is increased, the BER decreases. 

       It can be seen from Fig.(8) that when BER=10
-3

, there is about (2.4)dB and (4)dB improvement 

for Nr=2 and Nr=4, respectively. 

 

 

 

 

 

 

 

 

Fig.(8) BER performance of multicode DS-CDMA with MMSE-FDE and space antenna diversity 

in 3-paths Rayleigh fading channel.  

 

 

The Effect of Changing the Number of Codes and Spreading Factors on the Performance of 

Multicode DS-CDMA with MMSE-FDE: 

       Figure (9) shows the BER performance versus SNR of multicode DS-CDMA system using 

different number of parallel codes and spreading factors with joint MMSE-FDE in three paths 

Rayleigh fading channel. 

       When the value of U/SF (which represents intercode interference (ICI)) becomes smaller, the 

effect of ICI becomes less and less and thus, the achievable BER performance improves. A 

mathematically extreme case is when (U/SF)→ 0 (i.e., ICI is neglected) (K. Takeda etal, 2004). 

       It can be clearly seen from Fig.(9) that when the amount of ICI is the same for multicode 

transmission, the BER performance is improved as SF is increased. 
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Fig.(9) Performance of multicode DS-CDMA with MMSE-FDE in 3-paths Rayleigh fading channel 

with different codes and spreading factors as a parameter.  

 

- CONCLUSIONS 

       In this paper, joint frequency-domain equalization and antenna diversity combining was 

presented for improving the orthogonal multicode DS-CDMA signal transmission performance in a 

frequency-selective Rayleigh fading channel and the achievable BER performance was evaluated 

by computer simulation. It was found that the FDE based on FFT method gives better BER 

performance than circulant matrices method. Moreover, FDE based on FFT consumes less time and 

therefore, it is much faster than FDE based on circulant matrices. The BER performance using 

MMSE, MRC and ZF equalization were compared and the MMSE equalization gives the best BER 

performance. Also, it was found that as the spreading factor increases, the equalization schemes 

improve the BER performance since the ICI produced by the frequency-selectivity can be 

effectively suppressed during the despreading process. 

       Chip interleaver was also introduced to exploit the time selectivity of the channel in multicode 

DS-CDMA system with MMSE-FDE. It was shown by computer simulations that the chip 

interleaving improved the BER performance as SF is increased. Finally, space antenna diversity 

was presented in this paper to improve the BER performance of DS-CDMA with MMSE-FDE. It 

was shown that the use of antenna diversity is powerful to improve the BER performance, where as 

the number of branches is increased, the BER performance decreases and the complexity of the 

system becomes expensive. 
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